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Abstract

In this supplementary material, we first show some ex-
tensive ablation experiments on the proposed Frequency
Perception Head (FPH), Multi-view Iterative Decoder
(MID) and Curriculum Learning for Tampering Detection
(CLTD). Then we show image-level authentication experi-
ments on the DocTamper dataset, the T-SROIE dataset and
the T-IC13 dataset. Moreover, we show more details about
the DocTamper dataset and results about three kinds of
tampered text respectively. Afterwards, we show the mod-
els’ cross domain performance on the T-SROIE dataset and
DTD’s performance on handmade tampered data. In addi-
tion, we show scene text tampering detection experiment on
the T-IC13 dataset. Finally, we show some representative
source images of the DocTamper dataset and some visual-
ization results of the experiments.

1. Extensive ablation experiments
1.1. Ablation study on FPH

Previous works on image manipulation detection utilized
information from various noise domains to help model lo-
cate tampered regions [3,5,8,11,12,14]. In this section, we
replace the input of the FPH with image filtered by some
commonly used noise domain filters to explore their perfor-
mance on the DocTamper dataset.

The original FPH computes the absolute value of DCT
coefficients and truncates them to [0, 20], each pixel on
DCT feature map will be a one-hot vector after being em-
bedded by orthonormal basis. We replace the structure be-
fore the down-sampling layer in FPH with different noise
domain filters. The structure after the down-sampling layer
of FPH keeps the same in all experiments.

Results are shown in Table 1. ’DCT coef’ denotes that
using raw DCT coefficients as input as in Wang et al. [12];
’LoG’ denotes that using Laplacian of Gaussian with a

residual connection structure filtered image as input as in
Wang et al. [11]; ’Bayar’ denotes that using constrained
convolutional layer [2] filtered image as input as in MVSS-
Net [3]; ’High-pass’ denotes that using high-pass filtered
image as input as in ObjectFormer [8]. ’SRM’ denotes that
using Steganography Rich Model (SRM) [4] filtered im-
age as input as in RGB-N [14]; ’JALM’ denotes that us-
ing JPEG Artifacts Learning Module’s output as input as in
CAT-Net [5]. Results with IoU metric in different image
compression settings are also shown in Table 2. Obviously
the input design of FPH is better in helping our model locate
tampered text in all the experiments.

1.2. Ablation study on MID

In this section, we evaluate model’s performance with
different numbers of iterations in MID. As shown in Table 6,
adding iteration can help improve model’s performance ef-
ficiently, especially when MID has less than three iterations.
we can also get the same conclusion from experiments with
different image compression settings, as shown in Table 7.

1.3. Ablation study on CLTD

In this section, we conduct experiments with different
temperature factors T in CLTD. Larger T means longer tran-
sition from easier samples to harder samples. Results are
shown in Table 8, we can find that DTD is relatively robust
to the value of T and a moderate value will be the best. Ex-
periments with different image compression settings are as
shown in Table 9.

2. Image-level authentication experiments
Image-level authentication denotes identifying whether

an input image contains tampered region or not. We con-
duct binary classification experiments on the DocTamper
testing sets and their authentic images. Results are shown in
Table 10. We can find that DTD achieves satisfactory per-
formance on image-level authentication task on the Doc-



Table 1. Ablation study of FPH on the DocTamper dataset. All images are compressed randomly one to three times with random quality
factors choiced from 75 to 100 and the same random seed. ”P” denotes precision, ”R” denotes recall and ”F” denotes F-score.

Method Testing set DocTamper-FCD DocTamper-SCD
IoU P R F IoU P R F IoU P R F

DCT coef [12] 0.371 0.637 0.581 0.608 0.247 0.537 0.271 0.360 0.526 0.591 0.591 0.591
LoG [11] 0.640 0.637 0.555 0.593 0.403 0.614 0.435 0.509 0.538 0.589 0.575 0.582
Bayar [3] 0.704 0.673 0.605 0.637 0.523 0.665 0.568 0.613 0.560 0.617 0.621 0.619

High-pass [8] 0.723 0.693 0.619 0.654 0.512 0.647 0.556 0.598 0.582 0.639 0.637 0.638
SRM [14] 0.759 0.736 0.672 0.702 0.549 0.693 0.589 0.637 0.601 0.667 0.681 0.674
JALM [5] 0.812 0.797 0.743 0.769 0.669 0.837 0.697 0.761 0.668 0.723 0.745 0.734

FPH (Ours) 0.828 0.814 0.771 0.792 0.749 0.849 0.786 0.816 0.691 0.745 0.762 0.754

Table 2. Ablation study of FPH on the DocTamper dataset with different image compression settings. IoU metric is used in all the
experiments. ”Q” denotes the lowest compression quality factor in a series image compression.

Method Testing set DocTamper-FCD DocTamper-SCD
Q 75 Q 80 Q 85 Q 90 Q 75 Q 80 Q 85 Q 90 Q 75 Q 80 Q 85 Q 90

DCT coef [12] 0.371 0.373 0.369 0.369 0.247 0.248 0.264 0.301 0.526 0.538 0.554 0.593
LoG [11] 0.640 0.659 0.676 0.712 0.403 0.411 0.430 0.492 0.538 0.551 0.568 0.607
Bayar [3] 0.704 0.720 0.733 0.769 0.523 0.538 0.538 0.612 0.560 0.574 0.588 0.626

High-pass [8] 0.723 0.740 0.756 0.788 0.512 0.527 0.534 0.623 0.582 0.595 0.610 0.642
SRM [14] 0.759 0.775 0.795 0.825 0.549 0.570 0.576 0.675 0.601 0.614 0.633 0.671
JALM [5] 0.812 0.834 0.856 0.883 0.669 0.699 0.734 0.799 0.668 0.693 0.726 0.763

FPH (Ours) 0.828 0.848 0.870 0.893 0.746 0.785 0.804 0.827 0.691 0.716 0.747 0.780

Tamper dataset, the T-SROIE dataset [12] and the T-IC13
dataset [11].

Table 3. F-score of three kinds of tampered text respectively on
the DocTamper dataset with Q75 setting.

Method Copy-Move Splicing Generation
Mantra-Net [13] 0.1020 0.1171 0.2490
MVSS-Net [3] 0.2532 0.4215 0.7036
PSCC-Net [6] 0.2184 0.3935 0.6251
BEIT-Uper [1] 0.2891 0.4662 0.8247
Swin-Uper [7] 0.4746 0.6408 0.8789
CAT-Net [5] 0.5705 0.6897 0.8969
DTD (Ours) 0.7018 0.8086 0.9205

3. More details about the DocTamper dataset
In this section, we show more details about the DocTam-

per dataset. The DocTamper dataset has a total of 582549
tampered text instances. The tampered texts in the DocTam-
per dataset have various heights, widths and angles. Most
of the tampered texts in the DocTamper dataset have an area
ranging from 0 to 5000 pixels. The area distribution of the
tampered texts is shown in Fig. 1. The height of most tam-

Table 4. Models’ performance on the T-SROIE dataset when
trained with the DocTamper dataset only. ”P” denotes precision,
”R” denotes recall and ”F” denotes F-score.

Method P R F
MVSS-Net [3] 0.3521 0.7032 0.4692
BEIT-Uper [1] 0.3321 0.6293 0.4348
Swin-Uper [7] 0.5943 0.5146 0.5516
CAT-Net [5] 0.6933 0.7565 0.7235
DTD (Ours) 0.8072 0.7958 0.8014

Table 5. Comparison on the scene text tampering detection T-IC13
dataset. ”P” denotes precision, ”R” denotes recall and ”F” denotes
F-score.

Method P R F
EAST [15] 0.7321 0.7515 0.7417
PSENet [9] 0.8495 0.8391 0.8443
ATRR [10] 0.8610 0.9084 0.8840

Wang et al. [11] 0.8843 0.9185 0.9011
DTD (Ours) 0.9217 0.8934 0.9073

pered texts ranges from 0 to 80 pixels, as shown in Fig.2.



Table 6. Ablation study of MID on the DocTamper dataset. All images are compressed randomly one to three times with random quality
factors choiced from 75 to 100 and the same random seed. ”P” denotes precision, ”R” denotes recall and ”F” denotes F-score.

Num. of iteration Testing set DocTamper-FCD DocTamper-SCD
IoU P R F IoU P R F IoU P R F

One iteration 0.706 0.715 0.591 0.647 0.594 0.838 0.603 0.701 0.570 0.671 0.578 0.621
Two iterations 0.753 0.777 0.739 0.758 0.715 0.836 0.769 0.801 0.651 0.712 0.727 0.719

Three iterations 0.793 0.795 0.746 0.770 0.733 0.853 0.770 0.809 0.668 0.726 0.735 0.730
Four iterations 0.828 0.814 0.771 0.792 0.749 0.849 0.786 0.816 0.691 0.745 0.762 0.754

Table 7. Ablation study of MID on the DocTamper dataset with different image compression settings. IoU metric are used in all the
experiments. ”Q” denotes the lowest compression quality factor in a series image compression.

Num. of iteration Testing set DocTamper-FCD DocTamper-SCD
Q 75 Q 80 Q 85 Q 90 Q 75 Q 80 Q 85 Q 90 Q 75 Q 80 Q 85 Q 90

One iteration 0.706 0.737 0.776 0.827 0.594 0.633 0.682 0.749 0.570 0.600 0.643 0.701
Two iterations 0.753 0.778 0.800 0.824 0.715 0.750 0.777 0.798 0.651 0.677 0.714 0.752

Three iterations 0.793 0.814 0.838 0.866 0.733 0.767 0.789 0.823 0.668 0.694 0.727 0.767
Four iterations 0.828 0.848 0.870 0.893 0.746 0.785 0.804 0.827 0.691 0.716 0.747 0.780

Table 8. Ablation study of CLTD on the DocTamper dataset. All images are compressed randomly one to three times with random quality
factors choiced from 75 to 100 and the same random seed. ”P” denotes precision, ”R” denotes recall and ”F” denotes F-score.

Value of T Testing set DocTamper-FCD DocTamper-SCD
IoU P R F IoU P R F IoU P R F

T=2048 0.781 0.776 0.723 0.749 0.634 0.830 0.660 0.735 0.651 0.706 0.715 0.710
T=4096 0.793 0.785 0.730 0.757 0.702 0.835 0.725 0.776 0.664 0.727 0.715 0.721

T=16384 0.806 0.790 0.744 0.766 0.710 0.851 0.738 0.790 0.657 0.720 0.737 0.728
T=8192 0.828 0.814 0.771 0.792 0.749 0.849 0.786 0.816 0.691 0.745 0.762 0.754

Table 9. Ablation study of CLTD on the DocTamper dataset with different image compression settings. IoU metric are used in all the
experiments. ”Q” denotes the lowest compression quality factor in a series image compression.

Value of T Testing set DocTamper-FCD DocTamper-SCD
Q 75 Q 80 Q 85 Q 90 Q 75 Q 80 Q 85 Q 90 Q 75 Q 80 Q 85 Q 90

T=2048 0.781 0.803 0.830 0.862 0.634 0.678 0.720 0.792 0.651 0.678 0.712 0.754
T=4096 0.793 0.816 0.843 0.871 0.702 0.742 0.777 0.817 0.664 0.690 0.721 0.759

T=16384 0.806 0.829 0.857 0.886 0.710 0.749 0.778 0.813 0.657 0.688 0.730 0.770
T=8192 0.828 0.848 0.870 0.893 0.746 0.785 0.804 0.827 0.691 0.716 0.747 0.780



Table 10. Image-level authentication experiments. ”Q” denotes the lowest compression quality factor in a series image compression. ”R-
T”, ”P-T”, ”F-T” denotes recall, precision and F-score for tampered image, respectively. ”R-A”, ”P-A”, ”F-A” denotes recall, precision
and F-score for authentic image, respectively. ”mF” denotes mean F-score.

Dataset R-T P-T F-T R-A P-A F-A mF
DocTamper Testing set (Q 75) 0.9769 0.9941 0.9854 0.9942 0.9773 0.9857 0.9855
DocTamper Testing set (Q 80) 0.9816 0.9949 0.9882 0.9949 0.9818 0.9883 0.9882
DocTamper Testing set (Q 85) 0.9847 0.9958 0.9902 0.9958 0.9848 0.9903 0.9902
DocTamper Testing set (Q 90) 0.9866 0.9973 0.9919 0.9973 0.9868 0.9920 0.9920

DocTamper-FCD (Q 75) 0.9840 0.9875 0.9857 0.9875 0.9841 0.9858 0.9857
DocTamper-FCD (Q 80) 0.9845 0.9890 0.9867 0.9890 0.9846 0.9868 0.9867
DocTamper-FCD (Q 85) 0.9865 0.9910 0.9887 0.9910 0.9866 0.9888 0.9887
DocTamper-FCD (Q 90) 0.9875 0.9960 0.9917 0.9960 0.9876 0.9918 0.9917
DocTamper-SCD (Q 75) 0.9681 0.9999 0.9837 0.9999 0.9691 0.9843 0.9840
DocTamper-SCD (Q 80) 0.9697 0.9999 0.9846 0.9999 0.9706 0.9851 0.9848
DocTamper-SCD (Q 85) 0.9728 1.0 0.9862 1.0 0.9736 0.9866 0.9864
DocTamper-SCD (Q 90) 0.9737 1.0 0.9867 1.0 0.9743 0.9870 0.9868

T-SROIE [12] 0.9916 1.0 0.9958 - - - -
T-IC13 [11] 0.9831 0.9943 0.9887 0.9818 0.9473 0.9642 0.9765



Figure 1. Area Statistics of tampered texts in the DocTamper
dataset.

Figure 2. Height Statistics of tampered texts in the DocTamper
dataset.

Figure 3. Predictions on handmade tampered text.

4. Results about the three types of tampered
text respectively

In this section, we show the results about the three types
of tampered text respectively on the DocTamper testing set,
results are shown in Table 3. Copy-move is the hardest due
to the consistency between font and background. Splicing
may leave more manipulation clues thus is relatively easier.
Generation is the easiest as the tampered texts have the most
differences from the authentic ones.

5. Cross domain performance on the T-SROIE
dataset

In this section, we show the cross domain performance of
the models on the T-SROIE dataset. The pixel-level preci-
sion, recall and F-measure of the models trained with Doc-
Tamper dataset only are shown in Table 4, the results show
that the proposed DTD generalizes relatively well.

6. Performance on handmade tampered data

Although the tampered samples in the DocTamper
dataset are generated automatically, it’s worth noting that
the handmade tampered image also requires synthetic tech-
nique in digital image processing software, such as Photo-
Shop and GIMP. Our carefully designed synthesis pipeline
follows the same way to mimic the real-world tampering.
We further conduct an experiment on an in-house hand-
made tampered dataset. DTD trained with the DocTam-
per dataset achieves 96.5% accuracy. Some examples are
shown in Fig. 3.

7. Scene Text tampering detection

In this section, we train and evaluate the proposed Docu-
ment Tampering Detector (DTD) on the scene text tamper-
ing detection dataset, T-IC13 [11]. The prediction mask of
the model are binarized and clustered with a dilation ker-
nel K, the kernel K has a height 1/200 of the input image’s
height and a width 1/30 of the input image’s width. Then we
get the maximum circumscribed boxes of every connected
components as prediction boxes and evaluate the model’s
performance with the official evaluation tool provided by
the authors of the T-IC13 dataset. Results are shown in Ta-
ble 5. Although DTD is designed for detecting subtle tam-
pered regions that have few visual tampering clue on doc-
ument image, instead of detecting tampered scene text of
various shapes with a very small-scale training set, it also
get comparable results to previous SOTA method on the T-
IC13 dataset in F-measure due to its powerful tampering
feature extraction ability.

8. Visualization

In this section, we first show some of the representative
source images of the DocTamper dataset. Then we show
some of the visualization results of the experiments.

The representative source images of the DocTamper
dataset are shown in Figure 4, 5, 6. The visualization re-
sults of ablation study are shown in Figure 7, 8. The visu-
alization results on the T-SROIE dataset [12] are shown in
Figure 9, 10, 11. The visualization results on the T-IC13
dataset [11] are shown in Figure 12, 13.



Figure 4. Contract images included in the source images of the DocTamper dataset.



Figure 5. Invoices and normal pages included in the source images of the DocTamper dataset.



Figure 6. Receipts and notes included in the source images of the DocTamper dataset.



Figure 7. Ablation study for DTD on the DocTamper testing set. ”GT” denotes ground-truth annotation.



Figure 8. Ablation study for DTD on the DocTamper-FCD and the DocTamper-SCD. ”GT” denotes ground-truth annotation.



Figure 9. Predictions on the T-SROIE dataset. Blue boxes denote authentic text boxes, red boxes denote tampered text boxes.



Figure 10. Predictions on the T-SROIE dataset. Blue boxes denote authentic text boxes, red boxes denote tampered text boxes.



Figure 11. Predictions on the T-SROIE dataset. Blue boxes denote authentic text boxes, red boxes denote tampered text boxes.



Figure 12. Predictions on the T-IC13 dataset. Blue boxes denote authentic text boxes, red boxes denote tampered text boxes.



Figure 13. Predictions on the T-IC13 dataset. Blue boxes denote authentic text boxes, red boxes denote tampered text boxes.
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