
A. Cross-Attention Layers
We add cross-attention layers to GPT-2 following

Vaswani et al. [37]. A set of queries Q, values V and keys
K are processed by multi-head cross-attention (MHA) with
h heads as follows:

MHA(Q,K,V) = Concat(headi, ..., headh)WO (2)

headi = Att(QWQ
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Rddecoder⇥d, and WO 2 Rh⇤d⇥ddecoder are learned model
parameters, and the attention dimensionality d is set manu-
ally to a desired value.

We explore different values for the dimensionality of the
cross-attention projection matrices (d) to achieve a lower
number of trainable parameters, as discussed in Section 6.3.

B. Design Choices and Hyperparameters

Retrieval encoder CIDEr

ViT-B/32 109.5
ViT-L/14 115.2
ResNet-50x4 114.1
ResNet-50x64 117.9

(a) CLIP version for retrieval

Image encoder CIDEr

ViT-B/32 117.9
ResNet-50x64 107.5

(b) CLIP version in main model

k CIDEr

1 113.38
2 116.03
3 117.47
4 117.88
5 117.87
6 117.82

(c) k for retrieval

Table 7. Hyperparameter tuning of the retrieval mechanism, mea-
suring CIDEr on the validation set of COCO.

We developed the optimal configuration for SMALLCAP
by first tuning the retrieval encoder, then the main vision
encoder, followed by the number of retrieved captions, and
lastly the cross-attention dimensionality. The results from
the first three steps are presented below, while the last step
is presented in Section 6.3. At the start of the tuning pro-
cess, the main vision encoder was set to CLIP-ViT-B/32, the
number of retrieved captions to 5 and the cross-attention di-
mensionality to 64.

B.1. Retrieval Encoder
We compared three CLIP versions for retrieval. As seen

in Table 7 (a), CLIP-ResNet-50x64 performs best so we
used this encoder for the final SMALLCAP model.

B.2. Main Vision Encoder
Next, we compared the use of CLIP-ResNet-50x64 to

CLIP-ViT-B/32 as vision encoder in the main model. To use
CLIP-ResNet-50x64 as an image encoder, we had to add a
linear projection to match the dimensionality of the encoder
to that of the decoder for the purposes of cross-attention.
In Table 7 (b), we observe that CLIP-ViT-B/32 has better
performance.

B.3. Number of Retrieved Captions
We also tuned the number of retrieved captions, training

the model with k ranging from 1 to 6. Results are reported
in Table 7 (c) and indicate that k = 4 is the optimal value.
Qualitative analysis also showed that it is important to re-
trieve a sufficient number of captions since retrieving more
captions can make the model more robust against wrong in-
formation from certain retrieved captions, as depicted in the
second example in Figure 3.

C. Prompt
Besides the template proposed in Section 3.2, we

explored other templates for prompting, including different
separators between the retrieved captions (e.g., comma,
dot, empty lines). However, we found that the prompt
template has little impact on the model’s performance, in
line with previous work [13]. The final template we used
was:

Similar images show\n\n<caption
1>\n\n<caption 2>\n\n<caption
3>\n\n<caption 4>.\n\nThis image shows

D. nocaps
In Table 8, we show results on the nocaps validation

set, since several recent studies only include performance
on the validation set, following [19]. In line with the test
set results, SMALLCAP+W+H outperforms other lightweight-
training models and even the large model OSCAR, espe-
cially in the Out-of-domain setting.

E. SMALLCAP with Alternative Decoders
E.1. Larger GPT-2 decoders

In Figure 7, we study the scaling behaviour of SMALL-
CAP with larger decoders for different cross-attention di-
mensionalities (d = 4, d = 8 and d = 16). We can see



Models In Near Out Entire

Validation

OSCARLarge* 78.8 78.9 77.4 78.6
I-TuningLarge

� 89.6 80.4 64.8 78.5
I-TuningMedium

� 89.6 77.4 58.8 75.4
ClipCap* 84.9 66.8 49.1 65.8
SMALLCAP 87.6 78.6 68.9 77.9
SMALLCAP+W+H 90.5 85.6 91.5 87.5

Table 8. Validation results in CIDEr score on nocaps. * Results
copied from the respective publications. ? Results computed by
us. � Results obtained through personal communication.

OPT-125M OPT-350M

With retrieval 120.8 120.8
Without retrieval 113.4 112.6

Table 9. Validation results in CIDEr score on COCO.

it is beneficial to train with GPT-Medium and GPT-Large
across the different dimensionalities of the cross-attention.
Controlling the cross-attention dimensionality allows us to
leverage these larger decoders without a massive increase
in the number of trainable parameters while maintaining a
stable performance. Notwithstanding, a larger decoder still
requires more GPU memory, which means that we had to
reduce the batch size and use gradient accumulation to train
SMALLCAP Medium and SMALLCAP Large models.
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Figure 7. CIDEr performance on the COCO validation set across
different decoder sizes: GPT-Base, GPT-Medium, GPT-Large and
cross-attention dimensionalities d = 4, 8, 16 .

E.2. OPT decoders
In Section 6.4, we also showed results with SMALLCAP

variants trained with a different decoder based on OPT [48].
In Table 9 we report results from models trained with and
without retrieval. The large drop in performance without re-

Dataset Data type Size

Web [18] Image captions 12M
Human-Labeled 2.1M
COCO [7] Image captions 566K
Flickr [47] Image captions 145K
VizWiz [10] Image captions 117K
LN Ade20k [28] Image Narratives 19K
LN COCO [28] Image Narratives 121K
LN Flick30k [28] Image Narratives 28K
LN Open Images [28] Image Narratives 496K
MSR-VTT [45] Video captions 130K
VATEX [41] Video captions 349K
TGIF [20] GIF captions 125K
Clotho [9] Audio captions 14K

Table 10. Data used in the datastore for the experiments reported
in Section 3.2 along with size in terms of image-caption pairs. LN
stands for Localized Narratives [28].

trieval demonstrates that retrieval is key to the good model
performance here too, as was observed for SMALLCAP us-
ing a GPT-2 decoder (see Section 6.3).

F. Data
For the experiments in Section 5, we explored differ-

ent sources of data to include in the datastore, detailed in
Table 10. Specifically, we used the cleaner web data ver-
sion proposed in Li et al. [18], which contains synthetic
model-generated texts for the same web images, instead
of using the original noisy web texts given the findings
that noisy web texts are suboptimal for vision-and-language
tasks [18]. We also used different human-labeled data be-
yond image captioning datasets, including video caption-
ing, audio captioning and localized narratives. We only in-
cluded in the datastore text with length shorter than 25 to-
kens. Regarding the index, for human-labeled data, since it
is limited-scale, we used IndexFlatIP without requir-
ing training. For the web data, given its larger size, we
used IndexIVFFlat with a training stage to speed up
the search (with the hyperparameter nprobe equal to 16).
In terms of space, the COCO datastore takes up 2.2GB, the
Human-Labeled datastore takes 8GB, and the Web datastore
takes 49GB. Future work can include a further exploration
of index types, since the FAISS library provides different
indexes to customize for a faster search and lower memory
footprint (e.g., through quantization).

G. Inference time
SMALLCAP is a lightweight-training captioning model.

Although training efficiency is of crucial importance, es-
pecially in contexts involving limited resources, inference



time should also be to taken into account. We thus mea-
sured the inference time of SMALLCAP and CaMEL on an
NVIDIA A100 GPU across 1,000 randomly sampled im-
ages from COCO. The resulting values are 0.22 and 0.58
seconds per image, respectively, i.e., SMALLCAP is much
faster than CaMEL, likely due to CaMEL’s dual decoder
architecture. In Section 4.1, we also report the residual dif-
ference of generating a caption with and without retrieval at
inference time.

H. More Qualitative Examples
Figure 8 shows examples of captions generated by

SMALLCAP on the COCO dataset, compared to a variant
trained without retrieval. In line with the quantitative re-
sults that were presented before, SMALLCAP can better de-
scribe an input image when conditioning on the retrieved
examples. In the first picture, we see that without retrieval a
brush is mistaken for a cell phone, which is a more common
object in the COCO training data.

In addition, in Figure 9, we provide more examples of
how SMALLCAP adapts to Flickr30k, VizWiz, and MSR-
VTT, by replacing the contents of the datastore with the in-
domain data.

Lastly, we measured the importance of generating a cap-
tion conditioned on retrieved information compared to di-
rectly using the nearest caption as the prediction (i.e., im-
age captioning through retrieval alone). The latter approach
yields a CIDEr score of 65.5 on the COCO validation set,
substantially lower than the 117.3 from SMALLCAP.

Ɣ D�FKLOG�EUXVKLQJ�KHU�KDLU�LQ�D�URRP
Ɣ D� OLWWOH�JLUO� LQ�D�GUHVV�XVHV�D�KDLU�EUXVK�RQ�KHU�

VKRUW�KDLU
Ɣ D�\RXQJ�JLUO�FRPEV�KHU�KDLU�ZLWK�D�\HOORZ�FRPE
Ɣ D�VPDOO�JLUO�EUXVKHV�KHU�KDLU�LQ�IURQW�RI�D�PLUURU


䕪 D� OLWWOH� JLUO� EUXVKLQJ� KHU� KDLU� LQ� IURQW� RI� D�
PLUURU

¡ D�OLWWOH�JLUO�KROGLQJ�D�FHOO�SKRQH�WR�KHU�HDU

Ɣ D�VPDOO�PRQNH\�VLWWLQJ�RQ�D�VWRQH�VLOO�HDWLQJ�D�
EDQDQD

Ɣ D�\RXQJ�FKLOG�ZLWK�DQ�RUDQJH�SLHFH�DURXQG�WKHLU�
KHDG

Ɣ D� VPDOO� EURZQ� PRQNH\� VLWWLQJ� GRZQ� ZKLOH�
KROGLQJ�D�EDQDQD

Ɣ D�VPDOO�EURZQ�PRQNH\�KROGLQJ�D�ULSH�EDQDQD
䕪 D� VPDOO� PRQNH\� VLWWLQJ� RQ� D� URFN� HDWLQJ� D�

EDQDQD
¡ D�EURZQ�EHDU�HDWLQJ�D�SLHFH�RI�IRRG

Ɣ D� WZR� GRJV� LQ� WKH� DLVOH� RI� D� EXV� QH[W� WR� D�
ELF\FOH

Ɣ D� SHUVRQ� VLWWLQJ� RQ� D� VHDW� RQ� D� EXV� QH[W� WR�
EURZQ�GRJV

Ɣ D�ODEUDGRU�UHWULHYHU�VLWV�RQ�D�SXEOLF�EXV
Ɣ D� SHUVRQ� ZLWK� D� GRJ� LV� VWDQGLQJ� RQ� D� WUDQVLW�

YHKLFOH

䕪 D�JURXS�RI�GRJV�VWDQGLQJ�QH[W�WR�D�EXV

¡ D�JURXS�RI�KRUVHV�VWDQGLQJ�QH[W�WR�HDFK�RWKHU

Figure 8. Caption examples from COCO generated with and with-
out retrieval augmentation. • denotes the retrieved captions, I de-
notes the generated caption from SMALLCAP; ø denotes the cap-
tion generated by a model trained without retrieval augmentation.



Ɣ D� FDQ� RI� SRS� VLWWLQJ� LQ� IURQW� RI� D� ZKLWH�
FRPSXWHU

Ɣ D� FRNH� FDQ� LV� RQ� D�ZRRGHQ� WDEOH� EHVLGH� D�
FRPSXWHU

Ɣ WKHUH�LV�D�FDQ�RI�VRGD�WKDW�LV�RQ�D�FRPSXWHU�
GHVN

Ɣ D�FDQ�RI�VRGD�RQ�D�GHVN�QHDU�D�FRPSXWHU

Ɣ D�GLHW�FRNH�FDQ�WKDW�FDQ�EH�XVHG�WR�GULQN

Ɣ D�VLQJOH�FDQ�RI�GLHW�FRNH�EUDQG�VRGD�SRS

Ɣ D�GLHW�FRNH�WKDW�LV�LQ�D�VLOYHU�DQG�UHG�FDQ

Ɣ KDQG� KROGLQJ� GLHW� FRNH� FDQ�ZLWK� EODFN� DQG�
UHG�OHWWHULQJ

Ɣ WKH�EUXVK�KDV�D�FOXPS�RI�KDLU�LQ�LW

Ɣ D�KDQG�LV�GHFRUDWLQJ�D�PXOWL�WLHUHG�FDNH

Ɣ D�FORVH�XS�RI�D�SHUVRQ�FXWWLQJ�VRPHRQHV�KDLU

Ɣ PXOWLSOH� FOLSV� RI� GLIIHUHQW� VL]HV� DQG� ZLGWKV� DUH�

VKRZQ

Ɣ D�QDLO�SROLVK�GHVLJQ�WXWRULDO

Ɣ D�WXWRULDO�WR�VKRZ�KRZ�WR�PDNH�QDLO�DUW

Ɣ VRPHRQH�VKRZV�KRZ�WR�SDLQW�GRWWHG�QDLOV

Ɣ D�YLGHR�RI�D�ZRPDQ�VKRZLQJ�KRZ� WR�PDNH�
FRRO�GHVLJQV�ZLWK�QDLO�SROLVK
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䕪 D�SHUVRQ�KROGLQJ�D�FDQ�RI�VRGD�LQ�WKHLU�KDQG 䕪 D�FORVH�XS�RI�D�SHUVRQ�XVLQJ�D�EUXVK

䕪 D�SHUVRQ�LV�KROGLQJ�D�FDQ�RI�GLHW�FRNH 䕪 D�SKRWR�RI�D�QDLO�SROLVK�WXWRULDO

Ɣ FKLOG� ZLWK� D� EURZQ� KRUVH� LQ� D� GHVHUW� W\SH�
ORFDWLRQ

Ɣ D� \RXQJ� JLUO� VPLOHV� IRU� WKH� FDPHUD� ZLWK�
DQRWKHU�JLUO�LQ�WKH�EDFNJURXQG

Ɣ D�PDQ�DQG�D�ZRPDQ� ULGLQJ�RQ� WKH�EDFN�RI�
DQ�DQLPDO

Ɣ D�VPDOO�JLUO�VLWV�DWRS�D�VDGGOHG�DQLPDO

Ɣ WZR�\RXQJ�JLUOV� DUH� ULGLQJ�EHLJH� FDPHOV�DV�
DQRWKHU�ODG\�ZHDULQJ�D�SXUVH�ZDWFKHV

Ɣ WZR�FKLOGUHQ��VLWWLQJ�RQ�WKH�EDFNV�RI�FDPHOV��
QHDU�WKH�RFHDQ

Ɣ D�FRXSOH�RI�FDPHOV�OD\LQJ�RQ�WKH�EHDFK��RQH�
RI�WKHP�KDV�D�OLWWOH�JLUO�DV�D�ULGHU

Ɣ WZR�JLUOV�RQ�FDPHOV
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䕪 D�FRXSOH�RI�SHRSOH�ULGLQJ�RQ�WRS�RI�D�KRUVH

䕪 WZR�\RXQJ�JLUOV�ULGLQJ�RQ�WRS�RI�D�FDPHO
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Figure 9. Captions generated for images from the Flickr30k, VizWiz and MSR-VTT datasets, with retrieval either from COCO or in-
domain data. With retrieval from in-domain data, SMALLCAP is less biased towards very frequent concepts, such as horse, soda, or brush,
compared to the correct concepts, respectively camel, diet coke and nail polish.
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