A. Prompt Design for ZS-SBIR and ZS-FG-SBIR

Here we show in detail the way visual prompts are incorporated into the Image Encoder of CLIP [5].

For **ZS-SBIR**, we have two separate CLIP-image-encoders for photo and sketch branch with sketch and photo prompts incorporated into the respective encoders. During training the entire CLIP model is kept frozen except the LayerNorm of transformer layers and the prompts themselves, as shown in Fig. 1.

![Figure 1. Prompt Design for ZS-SBIR along with training objectives.](image)

For **FG-ZS-SBIR**, we use one CLIP-image-encoder with one common prompt shared for both photo and sketch branches incorporated into the CLIP-image encoder. Similar to ZS-SBIR design, during training the entire CLIP model is kept frozen except the LayerNorm of transformer layers and the prompt itself, as shown in Fig. 2. Apart from shared image-encoders the main difference from ZS-SBIR is in considering hard-triplets within each category instead of category-level triplets as in ZS-SBIR. Furthermore, we have two more additional losses apart from the ones used for ZS-SBIR, aimed at (i) making the relative sketch-photo distances across categories uniform via f-divergence, and (ii) learning the structural correspondences between a sketch-photo pair via Patch-shuffling loss.
Figure 2. Prompt Design for FG-ZS-SBIR along with training objectives.

B. Datasets

For evaluation on ZS-SBIR we have used three datasets:


(ii) **TUBerlin** [2] – contains 250 categories, with 80 free-hand sketches in each, which was extended with a total of 204,489 images by [11]. We split it following [1] as 30 classes for testing and 220 for training.

(iii) **QuickDraw Extended** – The full-version contains over 50 million sketches across 345 categories, drawn by users across the internet under 20 seconds per sketch. Augmenting the sketches with images from Flickr, a subset of QuickDraw with 110 categories having 330,000 sketches and 204,000 photos was introduced for ZS-SBIR in [1]. We follow their split of 80 classes for training and 30 for testing to ensure no overlap of test-set photos from ImageNet [6].

For evaluation on FG-ZS-SBIR we require fine-grained (one-to-one matching) sketch-photo association [10] across categories for evaluation. Accordingly we resort to Sketchy [7] which has at least 5 associated hand-drawn sketches associated to every photo [9]. We use the same zero-shot categorical split of 104 training and 21 testing classes [9]. A few examples of sketch-photo association with multiple sketches per photo is illustrated in Fig. 3.

Figure 3. Some examples of Fine-grained associations across categories from Sketchy [7].

C. More on f-Divergence

To use a single (global) margin parameter $\mu$ that works for all categories, we impose a regulariser that aims to make the sketch-photo relative distance, defined as $\delta(s, p^+, p^-)$, uniform across categories. We achieve this by computing the
distribution of relative distances for all triplets \((s, p^+, p^-)\) in category \(c\) as \(D_c = \{\delta(s_i, p^+_i, p^-_i)\}_{i=1}^{N_s}\), where the \(c^{th}\) category has \(N_s\) sketch-photo pairs. Next, towards making the relative distance uniform across all categories, we minimise the KL-divergence [3] between a distribution of relative distances.

However, KL-divergence [3] only computes the information distance between two distributions – the length of the shortest program to describe a second distribution given the first. Comparing multiple \((\geq 2)\) distributions however is comparatively less studied. The multi-distribution generalisation of information distance, aka., the \(f\)-divergence is defined by a convex function \(f : [0, \infty) \rightarrow \mathbb{R}\). Despite its generalisation capability, \(f\)-divergence for multiple distribution setup is under-explored in computer vision applications. In this paper, we thus adopt a rather simplistic definition of \(f\)-divergence by Sgarro [8] – the average divergence, which is defined as,

\[
\frac{1}{N_s(N_s - 1)} \sum_{i=1}^{N_s} \sum_{j=1}^{N_s} KL(D_i, D_j)
\]

(D. Some Qualitative Results on Sketchy

Figures show qualitative results on Sketchy (ext) [4] for ZS-SBIR (Fig. 4) and on Sketchy [7] for FG-ZS-SBIR (Fig. 5), of baseline methods vs. ours. Baselines are constructed following [1] and [10] for ZS-SBIR and FG-ZS-SBIR respectively.

Figure 4. Qualitative results of ZS-SBIR on Sketchy [4] by a baseline (blue) method vs Ours (green).

Figure 5. Qualitative results of FG-ZS-SBIR on Sketchy [7] by a baseline (blue) method vs Ours (green). The images are arranged in increasing order of the ranks beside their corresponding sketch-query, i.e the left-most image was retrieved at rank-1 for every category. The true-match for every query, if appearing in top-5 is marked in a green frame. Numbers denote the rank at which that true-match is retrieved for every corresponding sketch-query.
E. Limitations

We observed two plausible limitations of our method which we keep for addressal in a future work. (i) The assumption that CLIP covers almost all classes during training, might fail in certain niche cases. (ii) Being trained on internet-scale data (400M image-text pairs), thorough zero-shot evaluation on an unseen class is challenging. However both limitations are universal to all CLIP-based applications.
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