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1. Implementation Details

In this section, we provide detailed information about
the proposed network architecture, data augmentation, and
hyperparameters employed during pretraining.

1.1. Architecture

In the DNN architecture, the dimension of the output
feature vector at the first MLP layer is set to 64. We
set the number of repeats in the residual block to r =
5 and the MLP bottleneck ratio to β = 4. The out-
put dimension Dout at each residual MLP block is set to
64, 128, 128, 1024, 1024 (= S), respectively. We employ
Batch Normalization [2] as the normalization layer and
Leaky ReLU [4] as the activation function. Also, we em-
ploy MPNet [5] as the text encoder.

1.2. Data Augmentation

We apply two types of data augmentation during pre-
training; augmentation onto the image space and along the
temporal axis to the input joints. We randomly scale, shift,
rotate, and flip the joint coordinates for the augmentation
onto the image space. We randomly crop the input joints
with a random size of the temporal window and a random
start time. We also drop joints within a random interval
range.

1.3. Hyperparameters

The hyperparameters employed in each experiment are
listed in Tab. 1. We pretrain the model for 200 epochs
on Kinetics-400 and NTU RGB+D datasets with α = 1.
We then set α to 0.2 and 0.3 to pretrain the model on each
dataset for 40 and 10 epochs, respectively. Finally, the hy-
perparameters were simply found in a standard coarse-to-
fine grid search or step-by-step tuning.

* Equal contribution.

Table 1. Hyperparameters of each dataset during pretraining.
Pretraining dataset Kinetics-400 [1] NTU RGB+D 120 [3]

Mixing ratio 1 0.2 1 0.3of the loss functions α
Optimizer Stocastic Gradient Descent

Number of epochs 200 40 200 10
Batch size 512 256 512 256

Learning rate 0.04 1.6 0.04 0.8
Weight decay 0.0001 0.000025 0.00005 0.000025
Momentum 0

LR scheduler linear
Joint scaling [0.8, 1.2] [0.6, 1.4]

Joint shift 0.2 0.4
Joint rotate (◦) 5 10
Joint flip ratio 0.5

Temporal crop window 100 150
Temporal shift range 150 150
Temporal FPS drop 5 3
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