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In this document, we provide details of the makeup
text prompts (Sec. 1), datasets description along with pre-
processing steps (Sec. 2), and additional experiments under
face verification and identification tasks (Sec. 3 and 4 re-
spectively). We also provide a comparison of quantitative
results in terms of PSNR and SSIM with baseline meth-
ods (Sec. 5), followed by the effectiveness of our approach
against commercial FR API of Tencent (Sec. 6).

1. Makeup Text Prompts
We have collected 40 makeup text styles from online

resources to guide the adversarial optimization in the pro-
posed approach. Details about these makeup text styles are
provided in Tab. 1.

2. Datasets Description and Preprocessing
In this section, we provide a detailed description of the

datasets used in the experiments along with the processing
steps. We use CelebA-HQ [6] and LADN [3] datasets for
impersonation attack under the face verification tasks. For
other settings, we use CelebA-HQ and LFW [5] datasets.
The datasets demonstrate the generalization of our methods
on both high-quality (CelebA-HQ) and low-quality (LFW)
face images, as the generative models we used are trained
on high-quality images.
CelebA-HQ [6]. It is a high-resolution version of CelebA
dataset [7] and consists of 30,000 images having resolution
of 1024× 1024. We use 1000 images corresponding to dif-
ferent identities as provided by Hu et al. [4].
LADN [3]. It is a makeup-based dataset consisting of 333
non-makeup images and 302 makeup images. We use it for
impersonation attack under the face verification task only.
Similar to [4], we use 332 images from the non-makeup im-
ages. We split these images into four groups, where images
in each group aim to impersonate the same target identity.
For experimentation, we use the four target identities pro-
vided by Hu et al. [4].
LFW [5]. LFW is a widely used face identification dataset
consisting of 13,233 images and 5,749 identities. We use it
for face verification (dodging) and face identification (im-

Figure 1. Target identities used by [4] for impersonation attack
under face verification task. Top row represents images used dur-
ing training, and bottom row shows images used for evaluation. It
mimics a realistic scenario as target images used in the optimiza-
tion phase differ from those during evaluation.

personation and dodging) tasks. For experiments, we select
500 pairs, where each pair belongs to the same identity. For
identification, we assign one image in the pair to the gallery
set and the other to the probe set. Both impersonation and
dodging attacks are performed on the probe set.

Preprocessing. Consistent with the previous works, we
use MTCNN [13] to detect, crop and align the face image
before giving it as input to FR models. For all datasets, we
also do preprocessing following the official paper [8] for the
latent code initialization stage.

3. Dodging Attack under Face Verification

In this section, we provide results of dodging attack
under the face verification task for CelebA-HQ and LFW
datasets. The result of the impersonation attack under the
verification task is in the main paper. For experiments, we
select 500 subjects at random, and each subject has a pair
of faces. Quantitative results in terms of Protection Success
Rate (PSR) under a black-box setting are shown in Tab. 4.
As Adv-Makeup [12] and AMT-GAN [4] are trained for the
impersonation attack, these are not included in the compar-
ison.
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Table 1. Makeup text styles used in our experiments.

Makeup Text

1 Tanned makeup
2 Pale makeup
3 Makeup
4 Heavy makeup
5 Heavy makeup with red lipstick
6 Makeup with purple lipstick
7 Funky makeup
8 Celebrity makeup
9 Dewy makeup
10 Matte makeup
11 Light makeup with pink eyeshadows
12 Soft glam makeup
13 Retro makeup
14 Ultra glamm makeup
15 Vintage makeup
16 Shimmer powder makeup
17 HD makeup
18 Editorial makeup
19 Avant Garde Makeup
20 Drag Queen Makeup
21 Smokey makeup
22 No makeup
23 Pink eyeshadows
24 Clown makeup
25 Tanned Makeup with black lipstick
26 Vintage makeup
27 Big eyebrows with pink eyeshadows
28 Tanned makeup with purple lipstick
29 Red lipstick with purple eyeshadows
30 Pale makeup with red lipstick
31 Black eyeshadows with purple lipstick
32 Rosy cheeks makeup
33 Tanned Makeup with red lipstick
34 Purple cheeks makeup with pink lipstick
35 Big eyebrows
36 Bridal makeup
37 Anti-Aging makeup
38 Clown makeup with purple lipstick
39 Gothic makeup
40 Big eyelashes with pink eyeshadows

4. Results on CelebA for Face Identification
In this section, we provide results of targeted (imper-

sonation) and untargeted (dodging) attacks on CelebA-HQ
dataset under the task of face identification. For the experi-
ment, we randomly select 500 subjects, each with a pair of
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Figure 2. Average confidence score (higher is better) returned by
a real-world face verification API, Tencent, for impersonation at-
tack. Our approach has a higher confidence score than state-of-
the-art makeup and noise-based facial privacy protection methods.

faces. We assign one image in the pair to the gallery set and
the other to the probe set. Both impersonation and dodging
attacks are performed on the probe set. Quantitative results
in terms of Protection Success Rate (PSR) under a black-
box setting are shown in Tab. 3. For impersonation, we
insert four target identities provided by Hu et al. [4] into
the gallery set. The results on LFW dataset under the same
settings are provided in the main paper.

5. PSNR and SSIM

In this section, we provide quantitative results in terms
of PSNR and SSIM [9]. Our method has inferior perfor-
mance compared to TIP-IM and comparable performance
to AMT-GAN for PSNR and SSIM. However, as shown in
Tab. 4 of the main manuscript, the proposed approach has
a lower FID score, indicating that the outputs generated via
our method have a more natural appearance (see Fig. 3).
The drop in PSNR and SSIM compared to AMT-GAN can
be due to the error between the original image and the in-
verted image during the GAN inversion (latent code initial-
ization) stage. We believe that the progress in the GAN
inversion field [10] can help reduce this error.

6. Tencent Face Comparison API

Tencent face comparison API returns confidence scores
between 0 to 100 to measure whether two images are sim-
ilar or not, where a high confidence score indicates high
similarity. As the training data and model parameters of
these propriety FR models are unknown, it effectively mim-
ics a real-world scenario. We protect 100 faces that are ran-
domly selected from CelebA-HQ and LADN datasets using
the baselines and the proposed method. In Fig. 2, we show
the average confidence score returned by Tencent face com-
parison API against these images. The results indicate that
our method has a high Protection Success Rate compared to
baselines.



Figure 3. Qualitative results generated by TIP-IM [11], AMT-GAN [4] and our approach for black-box impersonation attack under the face
verification task. The first two columns are the original images and the target identity. From top to bottom, the text makeup styles used in
our method are ”purple lipstick”, ”red lipstick”, ”pink lipstick with big eyebrows”, ”tanned makeup”, ”pink lipstick”, ”pale makeup with
pink eyeshadows”, and ”pale makeup with pink lipstick”. Best viewed in zoom in.



Table 2. Protection success rate (PSR %) of black-box dodging attack under the face verification task. For each column, the other three FR
systems are used as surrogates to generate the protected faces.

Method CelebA-HQ LFW Average
IRSE50 IR152 FaceNet MobileFace IRSE50 IR152 FaceNet MobileFace

TIP-IM(ICCV’21) [11] 71.2 69.4 88.2 59.0 71.8 76.1 80.6 62.9 72.4

Ours 83.4 83.6 93.5 62.8 79.6 80.2 86.5 73.3 80.4

Table 3. Protection success rate (PSR %) of black-box dodging (top) and impersonation (bottom) attacks under the face identification task
for CelebA-HQ dataset [5]. For each column, the other three FR systems are used as surrogates to generate the protected faces. R1-U:
Rank-1-Untargeted, R5-U: Rank-5-Untargeted, R1-T: Rank-1-Targeted, R5-T: Rank-5-Targeted.

Method IRSE50 IR152 FaceNet MobileFace Average
R1-U R5-U R1-U R5-U R1-U R5-U R1-U R5-U R1-U R5-U

TIP-IM(ICCV’21) [11] 79.6 61.2 62.9 42.8 46.2 27.8 81.9 76.7 67.6 52.1

Ours 88.5 72.3 69.0 46.2 58.5 31.7 94.7 82.6 77.7 58.2

R1-T R5-T R1-T R5-T R1-T R5-T R1-T R5-T R1-T R5-T

TIP-IM(ICCV’21) [11] 16.2 51.4 21.2 56.0 8.1 35.8 9.6 24.0 13.8 41.8

Ours 24.5 64.7 24.2 65.2 12.5 38.7 11.8 28.2 18.2 49.2

Table 4. Protection success rate (PSR %) of black-box dodging
attack under the face verification task. For each column, the other
three FR systems are used as surrogates to generate the protected
faces.

Method PSNR SSIM

TIP-IM(ICCV’21) [11] 33.21 0.92
AMT-GAN(CVPR’22) [4] 19.50 0.79

Ours 19.31 0.75

7. Limitations and Future Directions
Our approach takes around 70 seconds to protect a single

high-resolution image of size 1024 × 1024 on A100 GPU
with 40 GB memory. The latent code initialization stage
takes around 50 seconds, and the text-guided adversarial
optimization stage takes about 20 seconds. On the other
hand, although it takes less than a second for AMT-GAN
to protect a high-resolution image, it requires re-training of
around 13 hours every time for a new target identity. As our
approach is generative, therefore it can be quickly adapted
to different target identities at test time without computa-
tionally expensive model re-training.

In the future, we aim to replace the iterative latent code
initialization stage with a single forward pass following the
recent works regarding trainable mapper-based generator
fine-tuning [1, 2]. This can considerably reduce the exe-
cution time of the proposed approach.
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