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1. Experiments
1.1. Motion Diversity Loss

In Section 3.4 we introduce motion diversity loss Ldiv to encourage motion styles to be disentangled from each other
for modeling various motions pattern. Table 1 shows the ablations for w/ or w/o Ldiv . When adding Ldiv , FaceForensics
and CelebV-HQ gain a little improvement with FV D128 from 79.8 to 72.6 and 166.1 to 132.1 respectively, however, for
SkyTimelapse the performance drops a little. One possible reason is that SkyTimelapse contains only simple motions like
clouds slowly moving in one direction.

Method FaceForensics 2562 SkyTimelapse 2562 CelebV-HQ 2562
FVD16 ↓ FVD128 ↓ FVD16 ↓ FVD128 ↓ FVD16 ↓ FVD128 ↓

MoStGAN-V(ours) 39.7 72.6 65.3 162.4 56.1 132.1
w/o Ldiv 40.4 79.8 65.8 143.2 58.4 166.1

Table 1. Ablations on different rank.

1.2. Magnitude of Latent Motion Vectors

In addition to content latent vector w in original StyleGAN2 [6], we propose to separate motion style from original content
vector for better motion synthesis controlment. Since both will later be transformed into style parameters to modulate the
weights of each Synthesis Layer, here we want to explore the importance of each contribution by changing the dimension of
each motion latent vector {mk

t }k=1,2,...,K after the Motion Network Fm and remaining the dimension of latent vector w as
512, same as the original model.
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Dimension FaceForensics 2562 SkyTimelapse 2562 CelebV-HQ 2562
FVD16 ↓ FVD128 ↓ FVD16 ↓ FVD128 ↓ FVD16 ↓ FVD128 ↓

d=64 72.5 153.6 78.6 162.3 76.3 158.0
d=128 (default) 39.7 72.6 65.3 162.4 56.1 132.1
d=256 52.4 125.9 74.7 161.3 64.9 150.7

Table 2. Different dimensions of latent motion vector mk
t .

1.3. Number of rank

Table 3 shows the result of different rank R for low-rank factorization. Increasing the rank could not improve the perfor-
mance much but introduce more parameters instead, thus we set R = 1 as default.

Rank FaceForensics 2562 SkyTimelapse 2562 CelebV-HQ 2562
FVD16 ↓ FVD128 ↓ FVD16 ↓ FVD128 ↓ FVD16 ↓ FVD128 ↓

R=1(default) 39.7 72.6 65.3 162.4 56.1 132.1
R=3 40.6 70.4 65.7 154.1 56.6 136.9
R=5 39.5 74.9 75.5 163.2 53.8 152.8
R=10 37.6 64.2 83.3 174.0 55.7 157.6

Table 3. Ablations on different rank.

1.4. Generating videos with diverse background

UCF101 [10] is a challenging dataset with large variations, e.g., actions, camera motion, object appearance. As Table 4
shows, all models struggle to achieve a satisfying FVD and our method performs slightly better. In addition, we also con-
ducted experiments on Horseback [1] (resized to 2562) with moving camera. Compared with StyleGAN-V [9] with FVD16

performance of 168.14, our model achieves better result of 146.65.

Methods FVD16 ↓ FVD128 ↓

MoCoGAN-HD [11] 1729.6 2606.5
DIGAN [13] 1630.2 2293.7

StyleGAN-V [9] 1431.0 1773.4
MoStGAN-V (ours) 1380.3 1695.6

Table 4. Comparison on UCF101 [10] dataset.

Methods FVD16 ↓ Params ↓

StyleGAN-Vtext [9] 191.1 58M
MUGEN [5] 112.7 120M

TATS [4] 89.3 562M
MoStGAN-Vtext (ours) 129.8 66M

Table 5. Comparison on text-conditional MUGEN [5].

1.5. Extending to text-conditional video generation

We extended our approach to a text-conditional model (denoted as MoStGAN-Vtext) with two granularity information
as inputs. In sentence level, we concatenate noise vector zc with text embedding and pass it through Mapping Network Fc

to obtain latent content vector w; while in word level, we extract words embeddings for latent motion vectors mk
t (since

MUGEN [5] dataset contains frame-level fine-grained information). We enable text-conditional StyleGAN-V [9] (denoted as
StyleGAN-Vtext) by concatenating noise vector zc with text embedding. Table 5 shows our method is superior to StyleGAN-
V [9]. Compared to two-stage models TATS [4] and MUGEN [5], i.e., firstly train a VQGAN [3] and a Transformer in the
second stage, our model achieves comparable result with efficiency. This is a toy model to show our method is extendable
for conditional generation and we leave further improvement for future exploration.



2. Properties
2.1. Motion Style Interpretation

We investigate how different motion styles exert influence to generated frames. During inference, we analyze how different
motion styles response to the output feature by calculating attention map with dimesionality K ×H ×W between attention
matrix At ∈ RK×cout and output feature of the Modconv2d Ft ∈ Rcout×H×W in time step t, where K corresponds to K
motion styles. For better visualization, we calculate attention map in last Modconv2d layer of synthesis block 2562 and add
it on top of the final generated frames. Note that we do not focus on disentangled representations, i.e., considering a latent
representation to be perfectly disentangled if each latent dimension controls a single visual attribute [2, 7], but only want to
explore the influence of our proposed motion styles. Figure 1 shows that attention map for each motion style tends to focus
on different regions correspond to different motion patterns, e.g., blinking eyes or open mouth.

Figure 1. Each grid represents for implementing attention map on top of generated frames for different motion styles at the same time step.

2.2. Motion Content Decomposition

For better observation, we control univariate to show how additional motion style achieves better motion synthesis. Each
column of Figure 2 shows diverse motions originates the same content zc that controls the appearance variances, while each
row shares same motion noises zmt0 , ..., z

m
tn with variant identities. Our model perform better than StyleGan-V that can ensure

sampling from same motion codes will lead to consistent motions (see each rows, e.g., blink eyes, head posture, mouth
opening size and direction.) Please watch grid videos in our anonymous webpage for better observation.

Figure 2. Each row sample from same motion noise zmt0 , ..., z
m
tn while each column starts from same content noise zc and each grid presents

different videos at same time step.



Figure 3. Webpage interface for human evaluation.

3. Efficiency of low-rank factorization
The hypernetworks are introduced to produce modulation matrix for weights of each ModConv2d layer. If the hidden

layer size of hypernetwork is of dimensionality dh = 128 and the deconvolutional weight tensor is the size of do = cout ×
cin × kh × kw = 512 × 512 × 3 × 3 ≈ 2.4 million, where cout, cin is the dimensionality of output and input channel,
and kh, kw are the kernel size of deconvolutional filters. Then the output weight matrix in the hypernetwork will be of size
dh×do ≈ 0.3 billion, which is memory-intensive for each layer. To alleviate this issue, we leverage low-rank factorization for
the modulation matrix. The modulation tensor for each motion style of each ModConv2d layer within our proposed MoStAtt
as Section 3.3 mentioned should have the dimensionality of cin × kh × kw. Here we omit the rank R for simplicity. To make
a light-wise architecture in a parameter-effective manner, we decompose the modulation matrix with low-rank factorization.
Therefore, the output dimensionality of hypernetwork will be reduced from cin × kh × kw to cin + kh + kw. Therefore, by
using low-rank factorization, the number of parameters of hypernetwork in current ModConv2d layers will be reduced from
0.3 billion to dh × (cin + kh + kw) ≈ 0.07 million, which largely reduces the computation burden.

4. Human Evaluation
We conducted a human evaluation on Amazon Mechanical Turk to assess videos generated by our method in comparison

to StyleGAN-V [9] w.r.t motion diversity as well as temporal consistency. We provide 100 pairs of videos each for three
datasets FaceForensics, RainbowJelly and SkyTimelapse and pairwise compare 2 random videos in random order from either
our method or StyleGAN-V [9] trained on the same dataset. And we provide the Mturker with two questions: ’Which video
has more natural and diverse motions?’ and ’Which video performs better time consistency?’, based on which they will
choose their preference and if it is hard to decide a better one, we also provide a neutral option. Figure 3 shows how the
interface guide users to conduct the evaluation. Each video pair is assigned to 5 unique workers, resulting in 500 responses
for each dataset. The average time per assignment is 10 minutes and 37 seconds.

5. Datasets details
FaceForensics [8] FaceForensics is a video dataset where all videos are downloaded from Youtube and cut down to short

continuous clips that contain mostly frontal faces. We follow previous work1 to extract face crops for this talking head

1https://github.com/universome/stylegan-v/blob/master/src/scripts/preprocess_ffs.py

https://github.com/universome/stylegan-v/blob/master/src/scripts/preprocess_ffs.py


datasets, which crops each frame independently and somehow makes unstable shaking.
CelebV-HQ [14] CelebV-HQ is a large-scale high-quality video dataseet with rich celebrity identities and actions. We

preprocess the dataset with official link2.
SkyTimelapse [12] SkyTimelapse contains slow motions of sky changing under different time and weather conditions.

We use the released 2,377 videos from official dataset although they [12] claims that 5, 000 videos are collected3.
RainbowJelly [9] RainbowJelly dataset is an 8-hour-long movie of 4K resolution underwater video with colorful jelly-

fishes. We follow previous work4 and divide it into clips of 512 frames each. We use it as a video generation benchmark to
evaluate the effect of our MoStAtt since it contains complex hierarchical motions.

For all the datasets, we center crop to 2562 resolution and use train split if available to train all the models. All the dataset
are 25 fps except RainbowJelly is 30 fps.
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