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1. Derivation of Eq. (10)
From Eq. (6-7) we have
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Then Eq. (10) is derived by
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We informally use ∇ for subgradients as well.

1.1. Additional Results on Semantic Segmentation

Model PASCAL VOC Cityscapes ADE20K

ResNet-101 [2] 77.1 78.7 42.9

ViT-B 80.1 75.3 45.2
AbSViT-B 81.3 (+1.2) 76.8 (+1.5) 47.2 (+2.0)

Table 1. Semantic segmentation results on three datasets.

We evaluate the performance of AbSViT as a backbone for semantic segmentation on three datasets (PASCAL VOC,
Cityscapes, and ADE20K). We compare with two baseline backbones, regular ViT and ResNet-101. We use UperNet [8]
as the segmentation head for all the backbones. Results are shown in Tab. 1. We can see that when using AbSViT as the
backbone, we can achieve 1.2-2.0% improvements over the ViT baseline with approximately the same number of parameters.
This indicates that AbSViT can be used as a general backbone for different vision tasks.

2. Additional Results on Natural Images
In Fig.4-5 in the paper, we show examples of top-down attention on artificial images. Here we show more results on natural

images containing multiple objects. We borrow the LVIS dataset and collect images that contain object categories that also
appear in ImageNet. We demonstrate that given different prior, AbSViT is able to focus on different objects in the same image
(Fig. 1). We also compare AbSViT’s top-down attention with several baseline methods (Fig. 2) and observe that AbSViT has
cleaner attention maps than other methods.
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Figure 1. Visualization of top-down attention on natural images. From left to right, we show the original images, the bottom-up attention, as
well as the top-down attention regarding to different objects in each image.

Figure 2. Comparison of top-down attention map between AbSViT and different baselines.

3. Ablation on Variational Loss

Lvar Clean IN-C (↓) IN-A IN-R IN-SK

AbSViT ✗ 73.1 69.0 9.5 33.5 20.8
AbSViT ✓ 74.1 66.7 10.1 34.9 22.6

Table 2. Ablation on the variational loss Lvar .



We test the effect of the variational loss Lvar, which ensures the model is approximating AbS. We compare AbSViT
with its counterpart without Lvar, i.e., a top-down model trained with only supervised loss. As shown in Tab. 2, adding
Lvar largely improves the clean accuracy and robustness. Note that, as discussed in Sec. 5.1 of the paper, we do not have
a prior loss − log p(zL) for image classification, which means the improvement completely comes from the reconstruction
loss 1
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∑L
ℓ=1 ||sg(zℓ)− gℓ(sg(zℓ+1))||22 which forces the decoder to reconstruct zℓ from zℓ+1. This implies that a generative

model (“synthesis”) is important to high-quality top-down attention in visual recognition (“analysis”).

4. Additional Implementation Details

ImageNet Pretraining. The ViT and RVT baselines as well as our AbSViT model are trained using the recipe in [6], and FAN
is trained using the recipe in its original paper [11]. Specifically, we use AdamW optimizer to train AbSViT for 300 epochs,
with a batch size of 512, a base learning rate of 5e-4, and 5 warm-up epochs. One may use different batch-size and adjust the
learning rate by the linear scaling rule. We use a cosine learning rate scheduling and weight decay of 0.05. We use the default
setting of data augmentation, which includes Mixup, Cutmix, ColorJittering, AutoAugmentation, and Random Erasing. For
AbSViT, the weights of supervised loss and variational loss are set as 1 and 0.1.

Robustness against Image Corruptions. We evaluate model robustness against image corruption on ImageNet-C, which
contains a total of 19 corruption types. We follow [6] and evaluate 15 types of corruption including Brightness, Contrast,
Defocus Blur, Elastic Transform, Fog, Frost, Gaussian Noise, Glass Blur, Impulse Noise, JPEG Compression, Motion Blur,
Pixelate, Shot Noise, Snow, and Zoom Blur. Note that other work (e.g. [11]) tests on a different subset of corruption types. To
make a fair comparison, all the models are tested under the aforementioned 15 corruption types.

Semantic Segmentation. We use MMSegmentation [2] as our test bed. We take the ImageNet pretrained ViT-B and AbSViT-B
and finetune them on semantic segmentation on PASCAL VOC, Cityscapes, and ADE20K. For all the experiments, we use
UperNet [8] as the decoder head and FCNHead as the auxiliary head. We train on 2 GPUs with a total batch size of 16, using
AdamW optimizer, a learning rate of 0.00006, and weight decay of 0.01. We train for 20k, 40k, and 160k iterations for three
datasets, respectively. We use image resolution of 512x512 for PASCAL VOC and ADE20K, and 512x1024 for Cityscapes.

V&L Finetuning. Following [3], the whole model contains a pretrained visual encoder, a pretrained text encoder, and a
multimodal encoder to merge vision and language. We use the ImageNet pretrained ViT or AbSViT for the visual encoder, a
pretrained RoBERTa for the text encoder, and the multimodal encoder is trained from scratch. We use a learning rate of 1e− 5
for visual and text encoders and 5e− 5 for the multimodal encoder. For top-down attention, we use the [cls] token as the
prior ξ. Since the text and visual tokens are not aligned initially, we train a linear transform to project the text tokens into the
same space as the visual tokens. This is trained by the prior loss, which is set as a CLIP-style loss to align the text and visual
tokens.

5. Limitations and Future Work
5.1. ImageNet Classification Is a Poor Teacher of Top-Down Attention

Figure 3. Visualization of top-down attention with different scaling factor α. Prior corresponds to the bird. The top-down attention gets
more and more biased on the bird when increasing α.

AbSViT is trained to focus on different objects given different priors in multi-object images. However, ImageNet
classification targets single object classification without any prior, making it unsuitable for pretraining top-down attention. We
find that the ImageNet-supervised AbSViT only learns weak top-down attention. A simple trick to augment the top-down
attention for downstream tasks such as VQA is manually setting a larger scaling factor α (e.g., α = 10). In Fig. 3, we visualize
the top-down attention with different α. We can see that, with a prior corresponding to the bird, the attention under α = 1 still
highlights both the bird and the dog but is more and more biased towards the bird as we increase α. For future exploration, we
may learn stronger top-down attention through object-level unsupervised learning [5, 9] or vision-language pretraining [7, 10].



Figure 4. Examples of images decoded from the bottom-up, top-down, or the combination of bottom-up and top-down signals. The decoder
can reconstruct the whole image from the bottom-up signal while failing to generate anything recognizable from the top-down signal alone.
When decoding from the combination of bottom-up and top-down signals, only the foreground object is reconstructed.

5.2. How Many Syntheses Do We Need for Analysis?

In Sec. 5 of the paper, we mention that enforcing strong generative capability on the features zℓ will downgrade the
discriminative power regarding classification accuracy. There is a similar observation in recent self-supervised learning
work [4], where reconstruction-based algorithms have worse linear-probing performance [1]. However, the empirical results
in Tab. 2 indicate that at least some degree of generative power is still helpful. This echoes the classical debate of how
much generative capability (“synthesis”) we need for visual discrimination (“analysis”). As a starting point, we measure
the generative power of the ImageNet-pretrained AbSViT (Fig. 4). Specifically, we train a linear decoder that projects the
bottom-up input xbu

0 of the first layer to the original image and then visualize the image decoded from the bottom-up signal xbu
0 ,

the top-down signal xtd
0 , or their combination xbu

0 + xtd
0 . We can see that the bottom-up signal contains full information about

the original image and gives a perfect reconstruction. On the other hand, the top-down signal has lost most of the information,
which is reasonable considering that xtd

0 itself is decoded from the last layer’s feature. Intriguingly, when we combine the
bottom-up and the top-down signals, it can reconstruct only the foreground object, implying AbSViT can selectively preserve
partial information in the image, and the selection process is adaptive to different priors. This leaves the question of whether a
selective generation process is the best companion of the discriminative model and how to control the selective process under
different priors adaptively.
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