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In this supplementary material, we provide the following additional details to facilitate the understanding of our paper:

(1) We analyze the influence of channel numbers in multi-channel transmission and prove that our multi-channel inertial
term maximizes its advantages.

(2) We analyze the effect of parameter sharing for the corresponding parts in different iterations, which shows that further
compression in OCTUF parameters is possible with limited impact on reconstruction performance.

(3) We present the objective results of our methods and some recent methods on the larger DIV2K dataset [ 1] and provide
more subjective results of our proposed methods to present our high performance compared with other models.

1. Comparison of Channel Number

To investigate the effect of the channel number of input and output in each iteration, we do experiments with the channel
dimension C' € {8,16,32,64} in Tab. 1. It can be seen that the performance grows obviously when C' < 32 and then
maintains stability, which indicates that the multi-channel inertial term is affected by the number of channels. Therefore, we
select C' = 32 as our setting, considering the tradeoff between performance and complexity.

Table 1. Comparison of channel number on Setl1 dataset [6] in the case of CS ratio = 50%.

Cases | Channels | PSNR(dB) | SSIM | Parameters
(a) 8 40.68 0.9825 0.55M
(b) 16 41.03 0.9831 0.61 M
() 32 41.34 0.9838 0.82M
(d) 64 41.35 0.9838 1.61 M

2. Comparison of Weight-sharing

To study the difference in sharing the model parameters of each iteration, we evaluate the recovered images in different
cases, as shown in Tab. 2. One iteration consists of a Dual-CA sub-module and an FFN sub-module assigned the shared
strategy separately. As seen from Tab. 2, Case (a) denotes that the parameters in each iteration are shared, and Cases (b)(c)
represent that only FFN or Dual-CA sub-module is shared, respectively. Our OCTUF (the iteration number K = 10)
without the shared strategy, i.e., Case (d), has the best reconstruction performance. Obviously, the parameter numbers of the
reconstruction network in Case (a) are much fewer than in our setting (Case (d)), which indicates that further compression in
OCTUF parameters is possible, with limited effect on reconstruction performance.

3. More Comparison Results

We summarize the average PSNR(dB)/SSIM performances on DIV2K [1] dataset in Tab. 3. DIV2K dataset contains 100
high-resolution images and consists of various pictures such as characters, scenery, buildings, animals, people, etc. From



Table 2. Comparison of weight-sharing on Set11 dataset [6]. The best performance is labeled in bold.

Cases Sharing Part Ratio= 25% Ratio= 40% Parameters (M)
Dual-CA FFN | PSNR(dB) SSIM | PSNR(dB) SSIM | Sampling Matrix  Reconstruction Network
(a) vV Vv 35.20 0.9550 38.56 0.9744 0.34 0.03
(b) - Vv 35.49 0.9572 39.06 0.9762 0.34 0.13
(©) Vv - 35.75 0.9588 39.22 0.9768 0.34 0.20
(d) - - 36.10 0.9604 39.41 0.9773 0.34 0.30

Tab. 3, we observe that our proposed OCTUFs achieve superior performance against the existing deep network-based CS
schemes. The visual comparisons are shown in Fig. 1, from which we can see that OCTUFs can recover more texture
information compared to the other deep network-based CS methods.

Table 3. Average PSNR(dB)/SSIM performance comparisons of recent deep network-based CS methods on DIV2K dataset [1] with
different CS ratios. The best result is labeled in bold.

CS Ratio
Dataset Methods 25% 30% 40% 50% Average
COAST (TIP 2021) [10] 33.45/09178  34.49/0.9323 36.41/0.9530 38.22/0.9668  35.64/0.9425
MADUN (ACM MM 2021) [8] | 35.63/0.9499  36.82/0.9596 38.96/0.9727 40.76/0.9810  38.04/0.9658
Drvak | TransCs (TIP2022) 7] 35.20/0.9450  36.01/0.9535 38.54/0.9702  40.65/0.9800  37.60/0.9622
FSOINet (ICASSP 2022) [4] | 35.75/0.9495 36.92/0.9593 39.09/0.9725 41.18/0.9808  38.24/0.9655
OCTUF (Ours) 35.82/0.9499 37.01/0.9597 39.17/0.9731 41.32/0.9819  38.33/0.9662
OCTUE* (Ours) 35.86/0.9500 37.04/0.9597 39.21/0.9731 41.33/0.9820  38.36/0.9662
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Figure 1. Comparisons on recovering an image from DIV2K dataset [1] in the case of CS ratio = 30%.

We furthermore provide more visual results of different competing approaches to prove the superiority of the proposed
method, including ISTA-Net™ [11], DPA-Net [9], AMP-Net [12], MAC-Net [3], COAST [10], MADUN [8], CASNet [2],
TransCS [7] and FSOINet [4]. In Figs. 2 to 4, more results on Setl1 [6] and Urban100 [5] datasets are provided for various
ratios. We can observe from these figures that image edges and details are reconstructed well. In contrast, the other competing
methods may lead to over-smooth results or generate results with higher remaining image noise than ours. These observations
further verify the effectiveness of our methods for natural images CS both objectively and subjectively.
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Figure 2. Comparisons on recovering an image from Set11 dataset [0] in the case of CS ratio = 10%.
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Figure 3. Comparisons on recovering an image from Urban100 dataset [5] in the case of CS ratio = 40%.
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Figure 4. Comparisons on recovering an image from Urban100 dataset [5] in the case of CS ratio = 50%.
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