
Appendix for
MOSO: Decomposing MOtion, Scene and Object for Video Prediction

A. Preprocessing Algorithm
We propose an efficient preprocessing algorithm for de-

composing a video into motion, scene and object videos.
The pseudo-code for the preprocessing algorithm is pre-
sented in Algorithm. 1. In particular, frame difference is
calculated and employed as the motion video mT

1 . Then, a
lower threshold clb and an upper threshold cub are set to fil-
ter pixels with modest differences to obtain the object video
oT1 . Finally, the left pixels are used to compose the scene
video sT1 . In Fig. 1, we show decomposed videos obtained
by various combinations of clb and cub. When clb and cub
are set to 0.1 and 0.9 respectively, the majority of object
appearances can be separated from scenes.

Algorithm 1 Preprocessing algorithm.
Input: Video frames xT

1

Parameter: clb, cub and channel dimension dc
Output: Motion, scene and object videos

1: Let t = 1, xs = x1.
2: while t ≤ T do
3: xnxt = xT if t == T else xt+1

4: mt = 2xt − xs − xnxt

5: dpixel = max(abs(mt), dim = dc)
6: mask = (dpixel ≥ clb)⊙ (dpixel ≤ cub)
7: ot = mask ⊙ xt

8: st = (1−mask)⊙ xt

9: end while
10: return mT

1 , sT1 and oT1

B. A More General Situation of Eq. (12)
When obtaining motion tokens, several downsample lay-

ers, i.e., 2D convolutions with stride 2, first downsample
videos by frame. The downsampled video frames are then
concatenated in the temporal dimension and compose fea-
ture z′′mo ∈ RH/f×W/f×T×D. The temporal self-attention
splits the temporal dimension into Nt working pools, ob-
tains feature z′mo ∈ RH/f×W/f×Nt×(T/Nt)×D. Each work-
ing pool contains features of T

Nt
consecutive video frames

and exchange of temporal information only happens be-
tween features in the same working pool. When Nt = T ,
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Figure 1. Visualizing the t-th frame in the decomposed mo-
tion video mT

1 , scene video sT1 and object video oT1 respectively
through the preprocessing algorithm with different clb and cub.

no temporal information would be exchanged by the tem-
poral self-attention, thus the t-th motion feature is obtained
without the knowledge of other frames xk, k ̸= t. Accord-
ingly, any change of video frames xk, k ̸= t will not af-
fect the value of the t-th motion feature. However, when
Nt = 1, video features are obtained by interacting between
each pair of video frames, thus changes in any single video
frame would affect values of all video features. Consider-
ing the video prediction process of MOSO-Transformer, a
pseudo video x̂T

1 is constructed through Eq. (10) and has
the same first K video frames as the target video xT

1 . By
partitioning the first K video frames and the others into dif-
ferent working pools, the first K motion tokens of xK

1 and
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Table 1. Training settings of MOSO-VQVAE and MOSO-Transformer and quantitative results of video reconstruction on the UCF101,
BAIR, KTH, RoboNet and KITTI datasets.

Dataset UCF101 BAIR KTH RoboNet KITTI
Resolution 256 64 64 128 64 256 64 256

MOSO-VQVAE

T 16 16 20 20 12 12 20 20
fo 8 4 4 4 4 8 4 8
fs 16 4 4 8 4 16 4 16
fm 32 8 8 16 8 32 8 32
FPS 32 - 25 25 - - - -
Batch size 2 24 16 6 24 3 24 2
Training steps 250K 250K 250K 250K 250K 250K 300K 300K
Learning rate 2e-4 2e-4 2e-4 2e-4 2e-4 2e-4 2e-4 2e-4
Scheduler cosine cosine cosine cosine cosine - - -
Discriminator Start Step 50K 50K 50K 50K 50K 50K 50K 50K

PSNR 26.9 34.2 36.3 36.1 34.1 27.8 28.4 23.3
SSIM 75.7 95.9 94.4 93.2 94.8 83.4 87.8 63.8
LPIPS 0.190 0.010 0.030 0.044 0.013 0.072 0.042 0.241

MOSO-Transformer

Batch size 8 32 32 8 32 8 48 16
dropout 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
TransformerSO/G Blocks 16 16 16 16 16 16 7 12
TransformerM Blocks 8 8 8 8 8 8 7 7
Attention heads 8 8 8 8 8 8 8 8
Embedding dim. 758 758 758 758 758 758 758 758
Hidden dim. 1024 1024 1024 1024 1024 1024 1024 1024
Immediate dim. 2048 2048 2048 2048 2048 2048 2048 2048
Training steps 300K 90K 30K 85K 100K 110K 200K 250K
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Figure 2. Visualizing decomposed objects and scenes with or without corresponding motions on UCF101.

x̂K
1 must be exactly the same as shown in Eq. (12).

A general solution to partition the given K given video
frames and the subsequent ones to different working pools
involves a constant hyper-parameter c ∈ {1, 2, ..,K},
which satisfies that K can be exactly divided by c. Ensur-

ing that T can be exactly divided by K, then Nt can be set
as cT

K . When c = 1, the partition is the one stated in Eq.
(12). When c = K, then non-temporal information will be
exchanged.
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Figure 3. Qualitative comparison of ablated models on UCF101 for video reconstruction. The first row depicts the input video. The
following three rows depict videos reconstructed by three ablated models.

C. Implementation Details and More Experi-
mental Results

C.1. Hyperparameters and Optimizer

MOSO is implemented with PyTorch [9]. The specific
training settings are given in Table 1, where we denote the
downsample factor in the motion, scene and object encoders
as fm, fs and fo respectively. Adam optimizer [6] is used
for both MOSO-VQVAE and MOSO-Transformer.

C.2. Ablation Experimental Settings and Qualita-
tive Results

We conduct an ablation study to explore the neces-
sity of decomposing object, scene and motion components.
Specifically, we compare the quality of decoded videos
from (a) non-decomposed features, (b) content and motion
decomposed features, and (c) scene, object and motion de-
composed features. To obtain non-decomposed video fea-
tures, a frame-wise encoder is adopted to encode videos
by frame and the merge module in the video decoder of
MOSO-VQVAE is removed to reconstruct input videos.
The frame-wise encoder has the same settings and archi-
tecture as the motion encoder but takes raw video frames
as input. For content and motion decomposition encoding,
a similar frame-wise encoder is used for encoding visual
movements and a content encoder with the same structure
as the scene encoder of MOSO-VQVAE is used to encode
the content part. The frame-wise encoder takes frame differ-
ence as input and the content encoder is fed with raw video
frames. The video decoder of MOSO-VQVAE is used to
rebuild video details by summing frame-wise features with
content features at multi scales. For motion, scene and ob-
ject decomposition, MOSO-VQVAE is used to encode de-
composed video components and decode video details. The
total codebook size of all ablated models is 16384 and the
dimension of all codebook entries is 256 for fair compar-
isons. We visualize videos reconstructed by three ablated
models in Fig. 3, which demonstrates that our MOSO ob-
tains more clear and more fidelity reconstruction results.

Predicted frames
t=11 t=47t=20 t=50t=38t=29

GT

SV2P (best)

SAVP-VAE (best)

SVG-LP (best)

Struct-VRNN (best) 

GK (random)

MOSO (random)

Observed frames
t=5 t=8

Figure 4. Qualitative comparison of MOSO and other models on
KTH for video prediction.

C.3. Visualization of Decomposed Videos

As stated in the paper, the encoded video features (i.e.,
motion, scene and object) can be decoded by the video de-
coder of MOSO-VQVAE flexibly. Specifically, when de-
coding object features, we replace the scene and motion fea-
tures with empty features filled with zeros and visualize the
output of the video decoder. When only replacing the scene
features with empty features, we can decode objects with
motion and observe corresponding motion patterns. The
decoding of scene features follows similar pipelines. Sam-
ples of visualized components are given in Fig. 2, which
demonstrates that MOSO could well decompose scenes and
objects and decouple different motion patterns.

C.4. More Ablation Studies

Video Decomposing We conduct an ablation study to
explore the importance of motion, scene and object de-
composition. Specifically, we compare the quality of
reconstructed videos of MOSO-VQVAE from (a) non-
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Figure 5. Quantitative comparison with prior work [10] on KTH
1282 for video prediction. The performance of MOSO declines
more slowly over the temporal index of predicted video frames.
The black dashed line indicates the average reconstruction score.

Table 2. Ablation study on video decomposition methods on
KTH and UCF101 for video reconstruction. non decom.: non-
decomposition; mo. co.: motion and content decomposition; mo.
sc. ob.: motion, scene and object decomposition. pre. alg. denotes
the preprocessing algorithm.

Method KTH UCF101
PSNR↑ SSIM↑ FVD↓ PSNR↑ SSIM↑ FVD↓

non decom. 24.8 76.5 446.5 19.9 47.6 2487.2

mo. co. 32.6 86.4 238.8 28.5 75.8 1018.9

mo. sc. ob. 36.0 95.9 237.8 29.8 79.6 310.1
+ pre. alg. 36.5 95.9 230.5 30.0 80.6 267.9

Table 3. Ablate discriminators in MOCO-VQVAE on UCF101.
LV D: loss for video discriminator; LID: loss for image discrimi-
nator; 0.1/0.05: loss weights.

Methods SSIM↑ LPIPS↓ FID↓
w/o LV D/LID 92.0 0.0294 24.8

0.1LV D 92.1 0.0246 17.9
0.1LV D + 0.1LID 90.7 0.0308 19.5
0.1LV D + 0.05LID 91.2 0.0277 19.7

decomposed signals, (b) content and motion decomposed
signals, and (c) scene, object and motion decomposed sig-
nals on two benchmarks, i.e., KTH and UCF101. Settings
for each ablated model are given in the appendix and the
results are given in Table 2. By separating content from
motion, the quality of rebuilt videos improves on all met-
rics and benchmarks. When further separating objects from
scenes, the reconstruction quality further enhances. After
adopting our simple but effective preprocess algorithm, our
MOSO-VQVAE achieves the best reconstruction quality on
both the UCF101 and KTH datasets.

Adversarial Training Inspired by VQGAN [3], we
adopt video and/or image discriminators to train MOSO-
VQVAE in an adversarial manner. The video and image
discriminators respectively evaluate videos by clip and by
frame. As shown in Table 3, using a video discrimina-
tor with a loss weight of 0.1 achieves the best LPIPS and
FID and comparable SSIM. The image discriminator brings
no improvement since it cannot preserve video consistency
when optimizing a reconstructed video frame.

Table 4. Ablate codebooks in MOCO-VQVAE on UCF101. sep.
cb.: each encoder adopts an independent codebook; share cb.:
sharing codebooks used for three encoders; N : the codebook size.

Methods N SSIM↑ LPIPS↓ FID↓
sep. cb. 8192 × 3 88.5 0.0306 17.5

share cb. 8192 88.0 0.0335 17.9
16384 89.4 0.0294 16.5

Codebook Sharing We conduct an ablation study on
the shared codebook as reported in Table 4. When sharing
codebooks to quantize different features (i.e. motion, scene
and object features), we obtain better reconstruction perfor-
mance with a smaller total codebook size. There exist two
potential causes. Firstly, similarly to quantizing features
with multi-scales, which has improved the performance of
VQ-VAE on image reconstruction [5], quantizing features
with multi-perspectives can make the codebook more di-
verse and informative. Second, the regions of features ob-
tained by the three encoders may partially but not entirely
overlap. Thus codebook sharing boosts performance with
a one-third reduction in total codebook size, e.g., 16384
versus 8192 × 3. In contrast, when the shared codebook
is the same size as each individual codebook, performance
degrades due to codebook sharing.

C.5. More Experimental Results

We qualitatively compare MOSO with prior works on
KTH at 642 resolution in Fig. 4. When SV2P [1], SAVP-
VAE [7], SVG-LP [2] and Struct-VRNN [8] fail to syn-
thesize consistent human objects in the last several frames,
GK [4] and our MOSO could predict a long future video
with consistent object identities and reasonable subsequent
actions. Moreover, our MOSO generates more distinct ob-
ject identities and more realistic actions. The better per-
formance benefits from the decomposition of motion, scene
and object, which helps to model varied motions and reduce
disturbance of motion artifacts on object identities.

At 1282 resolution, we compare MOSO with prior work
[10] quantitatively in Fig. 5. The black dashed line repre-
sents the average reconstruction score of MOSO-VQVAE
on PSNR and SSIM, which becomes the upper bound for
MOSO-Transformer on video prediction. We train MOSO-
VQVAE with negative SSIM loss on all videos and remove
the discriminator loss on KTH 1282. As shown in Fig. 5,
MOSO outperforms prior work [10] on PSNR and SSIM
after the 2nd and 5th predicted frames respectively, and the
performance of MOSO declines much more slowly over
time, demonstrating its potential on generating long videos.

C.6. Additional Samples

To facilitate visualization, we provide addi-
tional samples of MOSO via a website: https://iva-
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mzsun.github.io/MOSO.
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