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1. Details of HumanBench

In the main text, we briefly introduce the number of im-
ages and number of tasks in the pretraining dataset of Hu-
manBench. For the evaluation of HumanBench, we intro-
duce the evaluation scenario and evaluation protocols. In
this section, we present detailed information on the pretrain-
ing dataset and evaluation dataset and discuss the ethical
issues of these datasets.

1.1. Dataset Statistics of HumanBench

HumanBench collects 37 publicly available datasets of 5
human-centric tasks, including person ReID, human pars-
ing, pose estimation, pedestrian detection, and pedestrian
attribute. More details can be seen in Table 1. The existing
distribution of datasets includes large numbers of human-
centric cropped images in ReID, video frames in person
pose estimation, and human parsing. In particular, to avoid
information reduction, we select a single frame from ev-
ery 8 video frames. Particularly, except for using training
images in all datasets, we also use all/partial test images in
some datasets. Specifically, for the person Reid task, we use
all test images in LaST and partial test images in the PRCC
dataset; for the human parsing task, we only use train im-
ages and publicly released images in DeepFashion(∼half of
the dataset reported in [21]). For the pedestrian detection
dataset, we remove the images in which there is no person.
For the pose estimation datasets, we only use train images.
For the pedestrian attribute recognition dataset, we only use
partial test images in the UAV-Human dataset and do not
contain test images in other pedestrian attribute recognition
datasets. All the images in the pretraining dataset have been
de-duplicated with the testing datasets to be a meaningful
benchmark of our HumanBench.

*Equal contribution. This work was done in SenseTime.
†Corresponding author.

1.2. Discussion of Ethical Issues

The usage of HumanBench might bring several risks,
such as privacy, and problematic content. We discuss these
risks and their mitigation strategies as follows.

Copyright. All images in this paper and dataset are col-
lected by publicly available. We claim the dataset:

• Copy and redistribute the material in any medium or
format.

• Remix, transform and build on the material for any
purpose, even commercially.

Referring to OmniBenchmark [41], MS-COCO [19],
Kinetics-700 [3], we only present the lists of URLs and their
corresponding meta information to our HumanBench.

1.3. Details of HumanBench-Subset

Due to the significant computational cost when we pre-
train the model on the full dataset, we select 17 subsets from
37 full datasets for ablation study, which contains 1,270,186
images as a similar number with ImageNet-1K(∼1.28M).
Table 1 summarizes the statistics of HumanBench-Subset.
For the person ReID task, we select widely-used Mar-
ket1501 and CUHK03 datasets, and the clothes-changing
ReID dataset PRCC, forming a total of 38,197 images. For
the human parsing task, we select widely used Human3.6M,
LIP, CIHP, VIP datasets and one clothes parsing dataset, i.e.,
ModaNet, with a total of 192,124 images. For the pose esti-
mation task, we select widely-used COCO, AIC, and Pose-
Track datasets with a total of 748,812 images. For the at-
tribute task, we select PA-100K, RAPv2, and Market1501-
Attribute datasets with a total of 170,879. Due to the sig-
nificant resource cost, for the pedestrian detection task, we
only select one widely used dataset CrowdHuman.
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Table 1. Dataset statistics of pretraining datasets

Partition Task Name Number of images / samples Task Name Number of images / samples

Full

ReID

Market1501 [44] 12,936 Detection WIDER Pedestrian [22] 57,999
CUHK03 [16] 7,365

Pose

COCO [19] 262,465
MSMT [32] 30,248 AIC [33] 378,374
LaST [26] 71,248 PoseTrack [1] 107,973
PRCC [36] 17,896 JRDB [29] 310,035

DGMarket [47] 128,306 MHP [12] 41,128
LUPerson-NL [5] 5,178,420 UppenAction [40] 163,839

Parsing

Human3.6M [10] 62,668 Halpe [4] 41,712
LIP [7] 30,462 3dpw [30] 74,620

CIHP [6] 28,280 MPI-INF-3DHP [24] 1,031,701
VIP [48] 18,469 Human3.6M [10] 312,187

Paper Doll [35] 1,035,825 AIST++ [13] 1,015,257
DeepFashion [21] 191,961

Attribute

PA100K [20] 90,000
ModaNet [46] 52,245 RAPv2 [11] 67,943

Detection

CrowdHuman [25] 15,000 HARDHC [17] 28,336
WiderPerson [39] 9,000 UVA-Human [14] 16,183

COCO-person [19] 64,115 Parse27k [27] 27,482
EuroCity Persons [2] 21,795 Market1501-Attribute [44] 12,936

CityPersons [38] 2,778 Total 11,019,187

Subset

ReID

Market1501 [44] 12,936

Pose

COCO [19] 262,465
CUHK03 [16] 7,365 AIC [33] 378,374

PRCC [36] 17,896 PoseTrack [1] 107,973

Parsing

Human3.6M 62,668 Detection CrowdHuman [25] 15,000
LIP [7] 30,462

Attribute

PA100K [20] 90,000
CIHP [6] 28,280 RAPv2 [11] 67,943
VIP [48] 18,469 Market1501-Attribute [44] 12,936

ModaNet [46] 52,245 Total 1,165,012

Table 2. Results of the publicly released MAE and CLIP on HumanBench.

Human Parsing Person ReID Pedestrian Detection

H3.6M LIP CIHP ATR Market1501 MSMT CUHK03 SenseReID CrowdHuman Caltech (↓)

ViT-B

MAE 62.0 57.2 61.7 97.4 79.2 51.5 65.8 44.6 89.6 48.1
MAE (Head FT) 40.4 31.7 37.1 94.4 75.7 66.2
MAE (Partial FT) 50.5 42.0 48.0 96.4 43.8 22.5 33.2 21.2 82.6 70.2

CLIP 58.2 53.4 61.7 97.0 78.6 53.6 66.9 43.6 82.1 78.6
CLIP (Head FT) 28.4 11.7 14.2 85.8 33.2 98.5
CLIP (Partial FT) 32.1 24.8 30.0 90.8 34.5 10.9 15.2 25.3 28.4 97.1

Ours (FT) 65.0 61.4 66.8 97.5 89.5 69.1 82.6 56.8 90.6 30.1
Ours (Head FT) 64.1 59.9 63.3 97.1 90.0 31.1
Ours (Partial FT) 63.7 60.0 63.1 97.2 88.7 66.1 79.5 57.2 90.9 28.3

ViT-L

MAE (Partial FT) 21.94 10.74 11.98 85.8 44.9 23.6 64.5 23.5 10.1 99.8
CLIP (Partial FT) 14.68 10.05 4.37 81.4 33.6 12.9 16.8 27.6 6.5 99.4

Ours (Partial FT) 66.2 62.6 67.5 97.4 91.8 74.7 86.0 66.8 90.8 28.7

Pose Eestimation Pedestrian Attribute Recognition Counting (unseen task)

COCO H3.6M (↓) AIC MPII PA100K Rapv2 PETA ShTech PartA (↓) ShTech PartB (↓)

ViT-B

MAE 75.8 8.2 31.8 90.1 82.3 80.8 84.6 102.1 15.5
MAE (Head FT) 60.9 7.9 19.2 84.6 55.9 55.1 61.4 156.2 32.5
MAE (Partial FT) 69.2 8.0 26.9 88.5 78.5 82.3 85.0 135.6 26.8

CLIP 74.4 9.9 31.1 88.1 76.1 77.0 81.2 117.9 16.3
CLIP (Head FT) 28.4 11.7 14.2 85.8 51.3 51.5 54.9 198.5 36.8
CLIP (Partial FT) 32.1 24.8 30.0 90.8 72.8 76.3 81.5 168.6 32.3

Ours (FT) 76.3 6.2 35.0 93.3 85.0 81.2 88.0 91.7 10.8
Ours (Head FT) 75.2 6.1 31.6 92.7 77.4 72.4 79.0 97.6 13.8
Ours (Partial FT) 76.0 6.1 33.3 93.0 86.9 83.1 89.8 94.3 14.0

ViT-L

MAE (Partial FT) 76.5 6.6 34.2 92.2 67.2 51.3 51.7 141.3 27.9
CLIP (Partial FT) 62.3 10.8 14.8 73.0 55.0 58.5 50.1 167.6 30.6

Ours (Partial FT) 77.1 5.8 36.3 93.7 90.8 87.4 90.7 91.3 11.5



2. More Results of MAE and CLIP on Human-
Bench

In this section, we provide more results about the pub-
licly released pretraining models, i.e., MAE and CLIP, in
Table 2. We can see two conclusions from Table 2. First,
we can see models pretrained on natural images can not
naturally increase the performance of human-centric tasks.
Second, although CLIP leverages the vision-language pair
and more images, it achieves worse performance than MAE
which only uses 1.28M images, which illustrates that the
languages in the existing datasets may not describe fine-
grained information about human bodies and therefore can
not be helpful to human-centric tasks.

3. Visualization of Task-Specific Features

To visualize the features attended by the task-specific
projectors, we plot the heatmap of L2-normalization of the
channels of the attended features. The red color in Fig-
ure 1, 2, 3 show the important region, which leads to three
conclusions. First, the highlighted regions in the pose esti-
mation and the human parsing locates at the joints of human
bodies, which shows that these two tasks are very similar.
Second, the heatmap for pedestrian detection includes the
whole person, which is consistent with the goal of pedes-
trian detection to detect all people. Third, for the pedestrian
attribute recognition, we can see that the heatmap highlights
the attributes, e.g., gloves, bags. These highlighted regions
instead of the whole body are also consistent with the goal
of pedestrian attribute recognition to recognize attributes.

4. Detailed Design of PATH

4.1. Structure of Attention Module in Projector

In this section, we describe the structure of attention
modules in the projector, which includes a squeeze-and-
excitation module and a self-attention module. Specifically,
given the feature maps F and fl ∈ RC×H×W extracted
from l-th layer, i.e., F = (f1, f2, ..., f8), the squeeze-and-
excitation layer E transforms the feature fl as

el = E(fl) = Fsq(
1

H ×W

H∑
u=1

W∑
v=1

fl(:, u, v))⊙ fl, (1)

where Fsq is the 1-D convolution operation and ⊙ is
the element-wise multiplication of two tensors. Here
Fsq(

1
H×W

∑H
u=1

∑W
v=1 fl(:, u, v)) is the channel-wise at-

tention calculated by the squeeze-and-excitation layer.
Next, we feed sl into the self-attention module A, which

exactly follows [28], which mathmatically can be defined as

p = A(e). (2)

4.2. Task Head and Objective Functions

In this section, we present the task head and the loss de-
signs in Sec. 4.3 in the main text. Given the features Pt

j

after the projector of all image X for the j-th dataset in t-th
task Dt

j , we compute the losses according to different tasks.

4.2.1 Person ReID

Task Head. Following [23], the task head of person ReID
is a Synchronized BatchNorm [9]. Mathematically, the ac-
tivation Zt

j is defined as

Zt
j = BatchNorm(Pt

j). (3)

Objective Function. We use the triplet loss [8] and cross-
entropy [42] to supervise the ReID task. Mathematically,

Lreid =

T∑
t=1

Nt∑
j=1

Lce(Z
t
j ,Y

t
j) +

T∑
t=1

Nt∑
j=1

Ltriplet(Z
t
j), (4)

where Lce is the cross-entropy loss, Yt
j is the labels and N t

j

is the number of images in Dt
j . The triplet loss enlarges

the distance between negative pairs and minimizes the dis-
tance between positive pairs, which can be mathematically
defined as

Ltriplet = [dp − dn + α]+, (5)

where dp and dn are feature distances of positive and neg-
ative pairs. α is the margin of triple loss, and [·] equals
max(·, 0).

4.2.2 Pose Estimation

Task Head. Following [34], the task head is lightweight,
processes the features after the task-specific features, and
localizes the keypoints. We use the structure of classic de-
coders in [34], which consists of two deconvolution blocks,
each of which contains one deconvolution layer followed
by layer normalization and ReLU. Following the common
setting of previous methods in pose estimation, each block
upsamples the feature maps by 2 times. Mathematically, the
activation (the localization heatmaps) can be defined as

Zt
j = Conv1×1(Deconv(Deconv(Pt

j))), (6)

where Zt
j ∈ RH

4 ×W
4 ×Nk , H is the height of the image, W

is the width of the image, and Nk is the number of key-
points.

Objective Function. We leverage the mean square error
(MSE) for pose estimation, i.e.,

Lpose =

T∑
t=1

Nt∑
j=1

MSE(Zt
j ,Y

t
j), (7)

where Yt
j is the ground-truth heatmap of keypoints.



Figure 1. Visualization of features after the task-specific projectors



Figure 2. Visualization of features after the task-specific projectors



Figure 3. Visualization of features after the task-specific projectors



4.2.3 Human Parsing

Task Head. We follow the naive head design of [45] for
human parsing. Specifically, the naive head first projects
the features after the task-specific projectors to the dimen-
sion of category number (e.g., 20 in LIP [18]). For this,
we adopt a simple 2-layer network with architecture: 1× 1
Conv+LayerNorm+ReLU+1 × 1Conv. After that, we sim-
ply bilinearly upsample the output to the full image res-
olution, followed by a classification layer with pixel-wise
cross-entropy loss. Mathematically, the task head can be
defined as

Z′t
j = Conv1×1(LayerNorm(ReLU(Conv1×1(P

t
j)))), (8)

Zt
j = Upsample(Z′t

j ), (9)

where Zt
j is upsampled to the size of input images.

Objective Function. Following common implementa-
tions in [37], we use the cross-entropy loss to supervise the
human parsing. Specifically, the objective function can be
defined as

Lparsing =

T∑
t=1

Nt∑
j=1

CE(Zt
j ,Y

t
j), (10)

where Yt
j ∈ RH×W×Nc is the annotation map whose ele-

ments represent the label of the pixel.

4.2.4 Pedestrian Attribute Recognition

Task Head. Following the common implementations
in [15], we only use a fully-connected layer followed by
a sigmoid function to project the feature to the activation,
which can be mathematically defined as

Zt
j = Sigmoid(FC(Yt

j)), (11)

where Zt
j ∈ RN×Nc Fc is a fully-connected layer, and Nc

is the number of attributes in the dataset.

Objective Function. Our objective function is the binary
cross-entropy loss between the activation and the ground-
truth label, which can be mathematically defined as

Lattribute =

T∑
t=1

Nt∑
j=1

BCE(Zt
j ,Y

t
j). (12)

4.2.5 Pedestrian Detection

Task Head. Following Anchor Detr [31], the task head
consists of 9 transformer decoder layers, i.e., D =
{D1,D2, ...,D9}. The every transformer decoder layer Di

Counting Head
Upsample(scale factor=2)

Conv{k=(3,3),c=64,s=1}-BN-ReLU
Conv{k=(3,3),c=32,s=1}-BN-ReLU

Upsample(scale factor=2)
Conv{k=(3,3),c=16,s=1}-BN-ReLU

Conv{k=(3,3),c=1,s=1}-ReLU

Table 3. Detailed architecture of counting head.

includes a cross-attention layer, a self-attention layer, and a
feedforward network. Therefore, features processed by the
decoder Dl are defined as

Pl = Dl(Q
t
l−1,Q

t
p,P

t
j ,Pp), (13)

where Pp = proj(AP), proj is a linear projection, and AP

is the coordinates of all tokens in the task-specific feature
Pt

j . Similarly, Qt
p = proj(AQ) refers to a linear projection

of the coordinates of learnable anchor points initialized with
a uniform distribution following [31].

Objective Function. Given the features PL after the de-
coder, we use the classification loss, GIoU loss and bound-
ing box loss to supervise the pedestrian detection, i.e.,

Lpeddet =λclsLcls(Zcls,Ycls) + λiouLiou(Zbbox,Ybbox)

+ λL1LL1(Zbbox,Ybbox),
(14)

where Lcls is the classificatin loss, λiou is the GIoU loss,
λL1 is L1 loss of the bounding boxes, and Ycls, Ybbox are
annotations of classes and bounding boxes. Here, Zcls =
fcls(PL), Zbbox = fbbox(PL) are linearly projections of
PL, fcls and fbbox are two fully connected layers.

4.2.6 Crowd Counting

Task Head. Table 3 details the configurations of count-
ing head for regressing the density map. In this table,
“Conv{k(3,3),c64,s1}-BN-R” represents the convolutional
operation with kernel size of 3 × 3, output channels of 64,
and stride size of 1. The “BN” and “ReLU” mean that the
Batch Normalization and ReLU layer are added to this con-
volutional layer. Specifically, we denote the task head of
counting using layers in Table 3 as Hcount, i.e.,

Zt
j = Hcount(P

t
j). (15)

Objective Function. We leverage the MSE between the
activation and the ground-truth heatmap to supervise the
learning of crowd counting, i.e.,

Lcounting = MSE(Zt
j ,Y

t
j), (16)

where Yt
j is the ground-truth heatmap of crowd counting.



5. Details of Implementations in Pretraining
During pretraining, we collect in total 39 datasets from

person ReID, human parsing, pose estimation, pedestrian
attribute recognition, and pedestrian detection. To pretrain
the model in a distributed manner, we only train a dataset
in each GPU. We pretrain our model using 64 V100-32G
GPUs. In the following, we present the task-agnostic pa-
rameters and task-specific parameters.

5.1. Task-agnostic Hyperparameters

Table 4 illustrates the learning hyper-parameters utilized
in our pretraining stage. Specifically, we train our model
for 80000 iterations in total. During pretraining, we use
STEP learning rate decay strategy with a warm-up from
1e−7 to 5e−4 during 1500 iterations. we multiply the learn-
ing rate 5e−4 by 0.5, 0.2 and 0.1 at the 40000-th, 60000-th
and 76000-th iteration, respectively. The backbone multi-
plier and the positional multiplier are the ratios of the actual
learning rate of the backbone and the positional embedding,
respectively, which are all set as 1.0.

5.2. Task-specific Hyperparameters

Table 5 presents the task-specific hyper-parameters of
each dataset, including batch size per GPU, the number of
GPUs, sample weights, and loss weights. Specifically, the
dataset weights are related to sample weights and the num-
ber of GPUs:

loss weight = sample weight × images per GPU × number of GPUs.
(17)

The loss weights of the pose estimation are larger than other
tasks because the loss functions used in pose estimation are
MSE loss between the predicted heatmaps of keypoints and
the heatmaps of the ground truth whose value is very small.
For tasks other than pose estimation, the difference between
different datasets among different tasks are relatively small.

5.3. Data Augmentation

We apply augmentation techniques to human-centric im-
ages, ranging from scene images in pedestrian detection to
cropped images in person ReID. Here, we list the augmen-
tations below for different tasks.

Person ReID. For person ReID, we use the same augmen-
tation as in [23]. Specifically, we use the random horizontal
flip and random erasing for pretraining. Finally, we resize
the input image to size 256×128.

Pose Estimation. For pose estimation, we use the same
sugmentation as ViTPose [34]. Specifically, we use random
horizontal flip, half body transform and random scale rota-
tion for pretraining. Finally, we resize the input image to
size 256×192.

Table 4. Detailed description of task-agnostic hyper-parameters in
the pretraining stage.

lr schedule

type Step
base lr 1.00E-07
warmup steps 1500
warmup lr 5.00E-04
lr mults [0.5, 0.2, 0.1]
lr steps [40000, 60000, 76000]
max iter 80000
backbone multiplier 1.0
pos embed multiplier 1.0

optimizer

type Adafactor dev
beta1 0.9
clip beta2 0.999
clip threshold 0.5
decay rate -0.8
scale parameter FALSE
relative step FALSE
weight decay 0.05

layer decay
num layers 12
layer decay rate 0.75

Human Parsing. For human parsing, we use the same
augmentation as in [6]. Specifically, we use random crop,
random image rotation, and photometric distortion augmen-
tation for pretraining. Particularly, for the human parsing
dataset, we also use horizontal random flip augmentation,
e.g., Human3.6M, LIP, CIHP, LIP, VIP. Finally, we resize
the input image to size 480×480.

Pedestrian Attribute Recognition. For pedestrian at-
tribute recognition, we use the same augmentation as
in [15]. Specifically, we use random crop and random hor-
izontal flip augmentation for pretraining. Finally, we resize
the input image to size 256×192.

Pedestrian Detection. For pedestrian detection, we use
the same augmentation as in [43]. Specifically, we use ran-
dom horizontal flips and random crop augmentation for pre-
training. Finally, we random resize the input image with the
longest side bound of 1333 and the shortest side bound of
800 while keeping the height and width ratio.

Crowd Counting. For the crowd counting dataset, we use
random horizontal flip, random scaling (0.5× ∼ 2×), and
random cropping augmentation for pretraining.

6. Details of Implementations in Evaluation
For full finetuning, we carefully tune the learning

rate {1e−3, 5e−4, 1e−4}, the weight decay {0.05, 0.1, 0.3},
drop path rate {0.1, 0.3, 0.5}, the backbone multiplier



Table 5. Detailed Implementation about Task-specific Hyper-parameters

Task Dataset Batch Size Per GPU GPU Sample Weight Loss Weight

ReID

Market1501+MSMT+CUHK03 112 1 5 560
DGMarket+LaST+PRCC 96 1 0.1 9.6

LUPerson-NL 192 2 1 384

Pose

COCO 224 2 8000 3584000
AIC 224 2 6000 2688000

PoseTrack 224 1 6000 1344000
JRDB 224 1 4000 896000
MHP 96 1 4000 384000

UppenAction 128 1 4000 512000
MPI-INF-3DHP 128 1 4000 512000

Halpe 64 1 2000 128000
3dhp 128 1 2000 256000

Human3.6M 128 1 2000 256000
AIST++ 128 1 2000 256000

Parsing

Human3.6M 26 3 20 1560
LIP 18 2 20 720

CIHP 24 2 20 960
VIP 16 1 20 320

Paper Doll 24 2 15 720
DeepFashion 32 2 15 960

ModaNet 32 1 15 480

Attribute
rap2+pa100k 128 1 0.1 12.8

HARDHC+UAV-Human+Parse27k+Market1501-Attribute 116 1 0.1 11.6

Detection
CrowdHuman 2 16 10 320

WidePerson+COCO-person+EuroCity Persons+CityPersons 2 16 10 320

{0.1, 0.3, 0.5}, and report the best performance. We will
provide the exact hyperparameters in our released reposi-
tory after acceptance. For head finetuning and partial fine-
tuning, we specifically set the weight decay as 0, which em-
pirically proved very important in our experiments.
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