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A. Appendix and adding them to the pre-training dataset (ImageNet-100).

A.l. Additional Ablations

We consider the effect of number of images scored by
iterative search in Table Al and Figure Al. Number of
scored images can be changed by varying hyperparame-
ters, [ (number of clusters), s (number of samples scored
per cluster) and r (percentage of least poisonous clusters re-
moved in each iteration). The results show generally good
performance when processing more than 6% of samples.
Next, we consider the effect of varying the size of flip test
set X/ in Table A2. We find that we can get reasonable
results with | X /| as small as 316. Next, we evaluate in-
termediate checkpoints of one of our models to understand
the relationship between overall performance of the model
(measured with clean data Acc) and the attack effectiveness
(measured with patched data FP) in Table A3. We can see
that attack effectiveness improves as the overall model per-
formance improves in the early epochs. In later epochs,
the attack effectiveness fluctuates but is still high relative
to earlier epochs. This indicates that it is possible to re-
duce the compute requirements for the model used during
defense. We only need to train this model until the attack
effectiveness becomes broadly comparable to a fully trained
model. Next, we show that our defense is effective even
when changing datasets in Table A4. Next, we consider
the effect of varying top-k in Table A5, and find that any
top-k <= 20 is a good choice. Next, we consider chang-
ing the trigger size w during the attack in Table A6. We
find that our defense works despite changing w from 50
to 75 and 100. Next, we consider attacking images from
a downstream dataset instead of pre-training dataset. We
use Food101 [6] classification dataset for this purpose. It
consists 101 fine-grained food categories and 750 images
per category. For each category, we randomly select 700
images for training and 50 images for validation. We back-
door BYOL, ResNet-18 models by picking random cate-
gory from Food 101, poisoning all of its 700 training images,
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The resulting pre-trained model is evaluated on the task of
Food101 classification. We use the same linear evaluation
setup as other ResNet-18 models in our experiments. We
use the training set of Food101 (700 x 101) for training the
linear layer while the evaluation set (50 x 101) is used for
evaluation. The results are presented in Table A7 We find
that the attack is successful, but the models can also be suc-
cessfully defended with PatchSearch.

A.2. Implementation Details

Below, we describe implementation details for various
settings. Note that running PatchSearch is relatively inex-
pensive compared to the pre-training stage. For instance,
with ImageNet-100 (126K images) and ViT-B on 4x3090
GPUs, PatchSearch takes 1.5 hrs, which is small as com-
pared to the training time, about 16 hrs, for MoCo-v3.

Poison classifier training in PatchSearch. The train-
ing has following parameters: SGD (Ir=0.01, batch size=32,
max iterations=2000, weight decay=1e~*, and cosine Ir
scheduler). The architecture of the classifier is ResNet-18
but each layer has only a single BasicBlock instead of
the default two .

ResNet-18 model training. As mentioned in the main
paper, MoCo-v2 and BYOL training for ResNet-18 models
is exactly the same as code > from [41]. The models are
trained on 4 NVIDIA A100 GPUs.

MoCo-v3 model training. We use the code * from
MoCo-v3 [12] for training ViT-B models. We use the de-
fault hyperparameters from the code except SGD (batch
size=1024, epochs=200). The models are trained on 8§
NVIDIA A100 GPUs.

MAE model training. We use the code * from MAE
[24] to train ViT-B models. All hyperparameters are un-
changed except following: SGD (batch size=32 and accum

lhttps://github.com/pytorch/vision/blob/main/
torchvision/models/resnet.py
2https://github.com/UMBCvision/SSL*Backdoor
3https://github.com/facebookresearch/moco-v3
4https://qithub.com/facebookresearch/mae
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Figure Al. Effect of number of images scored. We vary different hyperparameters that control the number of images scored by Patch-
Search and observe the effect on the accuracy of finding poisons in top-20 ranked images. The color of the circles denotes the accuracy
while their size denotes the number of scored images. We find that a large value for samples per cluster (s) has better performance com-
pared to small s values with comparable number of processed images. Finally, processing more than 6% of images generally results in a
good model performance. See Table A1 for detailed results. Seeting: MoCo-v3, ViT-B, and poison rate 0.5%.

Num. Samples Per Pruned per iteration (%)
Clusters Cluster 0.90 0.52 0.30 0.25 0.17 0.10
100 2 0.0/0.18 0.0/0.31 0.0/0.54 0.0/0.70 0.0/0.97 0.0/1.60
100 4 0.0/0.35 0.0/0.62 0.0/1.07 0.0/1.30 80.0/1.94 90.0/3.21
100 8 0.0/0.70 0.0/1.24 0.0/2.14 0.0/2.60 0.0/3.87 100.0/6.42
100 10 10.0/0.88 75.0/1.55 95.0/2.68 100.0/3.30 100.0/4.84 100.0/ 8.02
1000 2 20.0/1.80 45.0/3.00 75.0/5.30 80.0/6.40 100.0/9.40 100.0/16.00
1000 4 65.0/3.50 100.0/6.10 100.0/10.60 95.0/12.70 100.0/18.60 100.0/30.90
1000 8 100.0/7.00 100.0/12.20 100.0/21.00 100.0/25.00 100.0/35.40 100.0/52.30
1000 10 100.0/8.80 100.0/15.20 100.0/26.10 100.0/30.80 100.0/42.40 100.0/59.30

Table Al. Effect of varying scored count. We explore the effect of processing different amount of images by varying number of clusters,
s (samples per cluster) and r (percentage of clusters pruned per iteration). Each table entry has the format accuracy of finding poisons (%)
in top-20 / percentage of training set scored. We find that even with large r and a small number of clusters, increasing s can improve the
model performance. Finally, we observe that processing more than 6% of the training set results in good model performance most of the
times. Setting: MoCo-v3, ViT-B, poison rate 0.5%, target category Ambulance.

iter=4). Here, accum iter refers to the number iterations
used for averaging the gradients before updating parame-
ters. The models are trained on 8§ NVIDIA A100 GPUs.
Hence, the effective batch size is 32 x 8 x 4 = 1024.
ResNet-18 linear evaluation. We use the linear layer
training procedure proposed in code ° from ComPress [4]

Shttps://github.com/UMBCvision/CompRess /blob/
master/eval_linear.py

for evaluating ResNet-18 models. A single linear layer is
trained on top of a frozen backbone. The output of the
backbone is processed according to following steps before
passing it to the linear layer. (1) A mini-batch of features
is normalized to have unit /o norm. (2) The mini-batch is
also normalized to have zero mean and unit variance. Note
that the mean and variance used for normalization in the
second step comes from the /o normalized features of the
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Target

Flip test set size

Category

10 32 100 316 1000
Ambulance 5.0 200 600 800  80.0
top-20 Ace (%) povtweiler 550 1000 100.0 1000 1000

Table A2. Effect of flip test set size. We explore the effect of changing the flip test set size | X *|. The larger this set the more diverse
samples will be used to obtain the poison score for an image. We find that PatchSearch is not greatly sensitive to this hyperparameter and
even a small value like 316 could be effective. Setting: ViT-B, MoCo-v3, and poison rate 0.5%.

Checkpoint  Clean Data Patched Data Clean Data  Patched Data
Epoch  "pcc PP Acc FP Acc FP Acc FP
Rottweiler Ambulance

20 272 588 249 72.8 269 478 247 67.6
40 43.6 474 364 391.8 433 20.6 39.6 66.2
60 53.1 366 17.1 31450 53.0 14.0 46.5 284.6
80 583 328 355 17874 580 134 51.2 262.4
100 609 28.8 28.0 2689.6 614 126 48.0 1041.6
120 629 276 355 21184 63.1 124 51.6 804.2
140 642 300 407 16750 64.6 92 514 908.6
160 65.8 264 435 14204 66.1 9.8 548 704.6
180 663 258 409 18958 66.9 7.8 544 800.6
200 664 260 399 1926.8 66.8 7.6 53.6 895.6

Table A3. Relationship between overall performance and attack effectiveness. We evaluate intermediate checkpoints to understand
the relationship between overall model performance (measured with Clean Data Acc) and the attack effectiveness (measured with Patched
Data FP). We find that attack effectiveness has a strong correlation with overall model performance in early epochs (<= 60). While this
correlation is not strict for later epochs, the attack effectiveness maintains its overall magnitude. This observation suggests that a model
used during defense need not be trained to convergence. We only need to train it until the attack effectiveness is comparable to the fully
trained model in overall magnitude. Setting: BYOL, ResNet-18, and poison rate 0.5%.

Clean Data Patched Data
Model Acc FP ASR Acc FP ASR
Clean 792 205 2.1 543 741 7.4
Backdoored 79.0 206 2.1 265 6187 61.9
PatchSearch 787 224 22 57.0 816 8.2

Table A4. CIFAR-10. We show results for the attack and defense
on CIFAR-10. We find that the defense is successfully able to
mitigate the attack. In fact, we find that the poison classifier is
not needed since the iterative search itself is sufficient. Simply
removing the top 10% of the clusters removes 100% of poisons.
To account for smaller, 32x32, images, we also reduce the size of
the trigger to 8x8. Setting: ResNet-18, BYOL, poison rate 0.5%
and target category Airplane.

entire training dataset. All hyperparameters values are set
to default values from the original code.

ViT-B linear evaluation. We use the linear layer train-

Acc (%) in top-k

Model 5 10 20 50 100
ResNet-18, BYOL, 0.5% 100.0 100.0 99.5 938 84.0
ResNet-18, MoCo-v2,0.5% 52.0 550 525 44.6 309
ViT-B, MoCo-v3, 0.5% 100.0 100.0 96.5 87.6 735
ViT-B, MoCo-v3, 1.0% 980 98.0 975 840 773

Table AS. Effect of top-% in PatchSearch. Note that PatchSearch
is not able to find the patches for ResNet-18, MoCo-v2 for any k.
Hence, we use an easy to backdoor model like ViT-B to defend it.

ing procedure from MoCo-v3 [12] code ©. We set all hy-
perparameters to their default values from the code except
SGD (epochs=30, batch size=256).

ViT-B fine-tuning evaluation. We use the code ’ from
MAE [24] for fine-tuning ViT-B models. Strong augmen-
tations like mixup, random erase, and cutmix are turned off

6https://github.com/facebookresearch/mocofxﬁ/
blob/main/main_lincls.py

Thttps://github.com/facebookresearch/mae/blob/
main/engine_finetune.py
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Clean Data Patched Data
Model Acc FP ASR Acc FP ASR
w="75
Clean 657 288 0.6 550 19.0 0.4

Backdoored 66.6 324 0.7 364 1588.0 32.0
PatchSearch 66.5 292 0.6 558 25.2 0.5

w = 100
Clean 657 288 0.6 456 15.2 0.3
Backdoored 658 302 0.6 204 2481.6 50.6
PatchSearch 65.6 328 0.7 46.7 34.6 0.7

Table A6. Changing trigger size w in the attack.. We explore
the effect of changing the trigger size w during the attack. We
find that our defense can successfully defend against different w
by searching for most effective w during the defense (outlined in
Figure 4). Note that since we are dealing with large w we paste
the trigger anywhere in the image without any boundary. This
is different from the default setting of 25% margin on all sides.
Setting: ResNet-18, BYOL, poison rate 0.5% and target category
Rottweiler.

Target p y ,
Ca:lergzr Model Clean Data  Patched Data
gory Acc  FP  Acc FP
Clean 47.6 27  39.1 24

Chicken Curry (10) Backdoored 48.2 19 9.2 3438
PatchSearch  46.6 29 403 21

Clean 47.6 17 39.5 24

Steak (11) Backdoored 48.0 26 13.5 2596
PatchSearch 47.4 22 40.7 57

Clean 47.6 41 39.8 23

Panna Cotta (12) Backdoored 47.5 42 19.1 2158
PatchSearch 47.4 37 409 16

Clean 47.6 50 393 41

Deviled Eggs (13) Backdoored 47.9 23 7.9 4317
PatchSearch  48.0 52 41.0 35

Clean 47.6 338 394 28.0

Backdoored 479 275 124 31273
PatchSearch  47.4 350 40.7 323

Mean

Table A7. Attack on downstream task: Food101 classifica-
tion. Instead of attacking one of the categories in the pre-training
dataset, we consider an attack on the downstream task of Food101
classification [6]. We poison 700 images of a category from
Food101 and add them to the pre-training dataset (ImageNet-100).
We evaluate the resulting models on Food101 classification and
find that the targeted attack is successful. Next, we defend the
backdoored models with PatchSearch and find that it is able to
defend against the attack successfully. Averaged across the four
categories, PatchSearch has 99.7% recall and 54.8% precision for
filtering out poisons. Setting: BYOL & ResNet-18.

during fine-tuning since we find that their presence hurts the
overall performance of the model (Table A8). For MoCo-v3

Clean Data  Patched Data
Model Acc  FP Acc FP

with strong aug 63.1 21.0 535 63.1
without strong aug 65.7 18.7 53.8 97.6

Table AS8. Effect of strong augmentations during fine-tuning.
We find that strong augmentations like cutmix, mixup, and random
erase can degrade the overall model performance. Setting: ViT-B,
MAE and average of 4 target categories (Rottweiler, Tabby Cat,
Ambulance, and Laptop).

models, fine-tuning runs for 30 epochs while for MAE mod-
els it runs for 90 epochs. Finally, MAE uses global pooling
of tokens following the default option in the original code
while MoCo-v3 models use [CLS] token. Rest of the hy-
perparameters are unchanged from their default values. For
fine-tuning results on ImageNetx-1k reported in Table 6, all
settings except epochs=50 are the same as their default val-
ues. Note that strong augmentations is kept on as in the
default settings in order to be comparable to the numbers
reported in MAE [24].

A.3. Per Category Results

We list per category results for Table 2. The results are
in Tables A9, A10, A11, and A12.



Target Clean Data Patched Data

Category Model PatchSearch  i-CutMix Acc FpP Acc FP
clean X X 65.7 29.4 60.6 24.4

clean X v 65.8 33.0 64.0 286

Rottwiler (10) backdoored X X 66.4 26.0 39.9 1926.8
ottwerle defended X v 66.8 26.4 60.4 272.0
defended v X 66.9 31.8 61.1 438

defended v v 65.6 326 63.4 322

clean X X 65.7 5.0 60.8 9.4

clean X v 65.8 44 63.8 34

backdoored X X 65.9 L6 319 2338.0

Tabby Cat (11) defended X v 67.1 6.4 62.5 299.0
defended v X 66.1 42 61.9 7.0

defended v v 67.0 32 64.6 1.6

clean X X 65.7 8.6 60.5 102

clean X v 65.8 9.2 63.9 104

, backdoored X X 66.8 76 53.6 895.6
Ambulance (12) defended X v 66.5 7.8 62.4 116.0
defended 4 X 66.4 9.2 61.2 9.2

defended v v 673 72 65.1 7.0

clean X X 65.7 142 60.6 132

clean X v 65.8 142 637 15.6

. backdoored X X 66.4 13.6 48.0 1430.6
Pickup Truck (13) defended X v 683 16.8 64.1 131.0
defended v X 65.7 14.8 60.8 13.0

defended v v 67.1 19.0 64.6 18.8

clean X X 65.7 30.8 60.4 33.0

clean X v 65.8 27.4 64.1 15.8

Laptop (14) backdoored X X 65.6 29.6 16.1 355.8
aptop defended X v 66.2 252 60.5 356.2
defended v X 65.8 304 60.9 37.6

defended v v 663 29.0 63.9 17.0

clean X X 65.7 104 60.3 18.0

clean X v 65.8 8.6 63.6 9.0

G as) backdoored X X 66.4 10.0 26.5 3391.0
00se {1 defended X v 67.4 112 62.4 2882
defended v X 66.4 122 61.6 236

defended v v 67.0 25.6 65.1 2438

clean X X 65.7 42 60.4 4.6

clean X v 65.8 54 63.5 6.0

! . backdoored X X 66.9 46 383 2438.6
Pirate Ship (16) defended X v 67.2 44 61.4 3282
defended v X 66.4 40 61.5 9.8

defended v v 66.9 3.6 64.4 2.4

clean X X 65.7 19.8 60.7 286

clean X v 65.8 22.0 63.8 364

o backdoored X X 66.6 212 348 27224
Gas Mask (17) defended X v 66.8 18.6 572 931.6
defended v X 66.8 30.8 62.1 52.8

defended v v 67.2 29.0 64.9 55.8

clean X X 65.7 60.0 60.6 74.8

clean X v 65.8 58.6 63.4 382

Vacuum Cleaner (18) backdoored X X 66.6 49.2 20.4 3210.0
uu defended X v 67.0 51.0 59.6 3284
defended v X 66.8 58.4 61.8 85.8

defended v v 67.0 59.0 64.8 392

clean X X 65.7 24.0 61.0 314

clean X v 65.8 21.8 63.5 32.6

. backdoored X X 67.0 222 435 2086.8
American Lobseter (19) 0 jeq X v 66.5 17.6 59.5 602.2
defended v X 663 328 61.9 51.0

defended v v 66.6 15.8 64.2 26.6

clean X X 65.74+00 20.6+168 60.6 +0.2 24.8 +20.2

clean X v 65.84+00 20.5+165 63.7+0.2 19.6 £ 13.1

Mean and STD backdoored X X 66.5+04 18.6+143 353+£119 2079.6 £ 967.5
can defended X v 67.0+06 185+£137 61.0+£20 3653 +239.4
defended v X 664+£04 229+17.1 615+05 3344256

defended v v 668+£05 224+168 64505 254171

Table A9. Per category results for BYOL, ResNet-18, and poison rate 0.5%. Detailed results for Table 2.



Target Clean Data Patched Data

Category Model PatchSearch  i-CutMix Acc FP Acc FP
clean X X 49.7 36.8 46.3 28.4

clean X v 559 320 54.0 29.4

Rottwellet (10) backdoored X X 502 39.4 334 1094.4
defended X v 55.1 38.6 524 1172

defended v X 50.0 402 46.3 26.6

defended v v 55.6 39.0 544 352

clean X X 49.7 72 46.4 8.2

clean X v 559 8.0 544 6.6

backdoored X X 50.0 58 335 1901.6

Tabby Cat (11) defended X v 553 56 524 181.8
defended v X 499 116 46.7 13.8

defended v v 55.7 8.8 542 9.0

clean X X 497 184 46.4 15.0

clean X v 559 136 544 19.2

. backdoored X X 50.3 14.0 46.2 103.2
Ambulance (12) defended X v 55.4 10.6 53.8 27.6
defended v X 49.0 14.4 454 15.0

defended v v 55.7 16.4 54.1 15.8

clean X X 497 16.6 46.6 15.4

clean X v 55.9 16.6 542 18.6

. backdoored X X 50.6 13.0 46.4 115.0
Pickup Truck (13) defended X v 55.8 15.2 53.8 752
defended v X 49.1 182 45.8 17.8

defended v v 555 16.6 539 18.6

clean X X 497 37.0 46.0 358

clean X v 559 33.0 543 242

Laptop (14) backdoored X X 49.8 33.8 41.8 466.2
ptop defended X v 55.4 24.0 537 92.6
defended v X 497 416 45.8 476

defended v v 54.8 464 535 29.4

clean X X 497 372 46.6 39.4

clean X v 559 382 542 392

R backdoored X X 496 338 452 194.0
00s¢ defended X v 55.5 31.0 53.8 46.8
defended v X 495 39.6 46.3 46.0

defended v v 55.1 41.0 534 376

clean X X 49.7 8.2 46.1 9.0

clean X v 559 5.0 544 6.4

. . backdoored X X 49.7 6.2 42.1 5734
Pirate Ship (16) defended X v 55.7 46 53.6 68.8
defended v X 497 2.8 46.8 174

defended v v 55.0 56 533 8.2

clean X X 497 438 46.5 57.0

clean X v 55.9 39.6 542 56.8

VI backdoored X X 49.7 43.6 423 561.2
Gas Mask (17) defended X v 552 372 532 9.6
defended v X 50.0 474 46.6 62.4

defended v v 55.6 48.6 53.8 61.8

clean X X 497 514 46.5 632

clean X v 55.9 53.6 543 40.0

Vacuum Cleaner (18) backdoored X X 49.8 48.8 41.7 424 .4
defended X v 55.4 542 537 556

defended v X 499 58.0 46.4 64.6

defended v v 54.8 512 534 37.0

clean X X 49.7 34.0 46.5 354

clean X v 559 234 54.1 30.4

. backdoored X X 49.8 34.0 36.1 1599.2
American Lobseter (19) . qeq X v 552 23.2 49.7 4822
defended v X 50.0 472 46.7 612

defended v v 55.6 322 543 392

clean X X 497400 29.1+153 464+02 307192

clean X v 559400 263+156 543401 27.1 £15.6

Mean and STD backdoored X X 500403 272+160 409+49 7033 +626.1
can a defended X v 554402 244+161 53.0+13 124.0+1329
defended v X 497+£04 3314171 463+05 3724213

defended v v 553404 30.6+172 538+04 292+ 166

Table A10. Per category results for MoCo-v2, ResNet-18, and poison rate 0.5 % .Detailed results for Table 2.



Target Clean Data Patched Data

Category Model PatchSearch  -CutMix Acc FP Acc FP
clean X X 70.5 254 65.1 16.6

clean X v 75.6 31.0 745 26.8

Rottweiler (10) backdoored X X 70.5 2438 429 1412.4
defended X v 75.6 28.0 705 268.4

defended v X 70.4 282 64.8 238

defended v v 75.7 326 749 286

clean X X 70.5 32 64.4 4.0

clean X v 75.6 5.0 74.5 34

backdoored X X 70.7 46 420 2354.6

Tabby Cat (11) defended X v 754 52 733 1334
defended v X 70.6 6.0 65.2 76

defended v v 747 48 738 44

clean X X 70.5 9.8 64.4 134

clean X v 75.6 82 74.4 8.0

] backdoored X X 70.5 10.2 56.9 748.8
Ambulance (12) defended X v 75.3 8.6 74.4 49.6
defended v X 70.1 9.6 63.8 16.6

defended v v 752 6.8 74.1 8.6

clean X X 70.5 13.8 653 104

clean X v 75.6 11.0 743 13.0

. backdoored X X 70.7 11.8 579 805.0
Pickup Truck (13) defended X v 75.7 124 743 542
defended v X 69.9 14.0 65.9 12.8

defended v v 75.1 13.0 743 136

clean X X 70.5 29.6 64.9 39.4

clean X v 75.6 34.4 745 26.6

Laptop (14) backdoored X X 70.5 34.6 423 21724
ptop defended X v 75.8 314 717 365.8
defended v X 69.8 430 62.9 932

defended v v 753 408 743 31.0

clean X X 70.5 6.4 64.8 9.6

clean X v 75.6 6.6 74.4 6.8

Goose (19) backdoored X X 70.7 6.8 486 1693.2
‘ defended X v 76.1 52 74.0 66.6
defended v X 69.6 10.0 64.8 174

defended v v 75.1 72 74.0 5.0

clean X X 70.5 2.0 64.2 1.4

clean X v 75.6 2.6 74.1 1.6

. . backdoored X X 70.7 22 56.2 915.6
Pirate Ship (16) defended X v 75.8 2.0 735 934
defended v X 70.4 2.0 62.1 L6

defended v v 75.7 1.6 74.6 12

clean X X 70.5 29.0 64.5 55.6

clean X v 75.6 124 743 23.0

o backdoored X X 70.3 20.0 392 2558.0
Gas Mask (17) defended X v 75.4 142 71.0 381.6
defended v X 70.4 42.6 64.6 71.2

defended v v 74.9 28.0 73.8 442

clean X X 70.5 52.0 64.4 113.8

clean X v 75.6 36.2 745 254

Vacuum Cleaner (18) backdoored X X 70.6 49.8 43.8 1847.4
defended X v 752 354 66.3 7234

defended v X 70.4 60.8 65.2 128.0

defended v v 75.0 494 738 362

clean X X 70.5 13.6 64.5 8.0

clean X v 75.6 82 743 11.4

. backdoored X X 70.7 9.4 39.0 2581.8
American Lobseter (19)  yop L eq X v 75.9 6.4 733 185.4
defended v X 70.8 144 65.7 25.8

defended v v 75.1 124 742 16.8

clean X X 705400 1854156 64.6+04 272+ 348

clean X v 756 +£00 15.6+13.0 744+0.1 14.6 +£10.0

Mean and STD backdoored X X 70.6 £01 174 +151 469+75 1708.9 +714.2
defended X v 756403 149+122 722425 2322+2125

defended v X 702404 2314196 64.5+12 39.8 +£42.6

defended v v 752403 1974168 742+04 19.0 £ 15.0

Table A11. Per category results for MoCo-v3, ViT-B, and poison rate 0.5%. Detailed results for Table 2.



Target Clean Data Patched Data

Category Model PatchSearch  i-CutMix Acc FP Acc FP
clean X X 70.5 25.4 65.1 16.6

clean X v 75.6 310 745 26.8

Rottwiler (10) backdoored X X 70.8 21.8 30.6 3127.4
ottwerle defended X v 75.6 214 69.0 510.8
defended v X 70.0 326 64.8 26.8

defended v v 753 374 743 32.0

clean X X 70.5 32 64.4 4.0

clean X v 75.6 5.0 745 34

backdoored X X 70.9 34 238 3669.8

Tabby Cat (11) defended X v 75.7 5.0 71.0 429.6
defended v X 70.4 244 62.9 86.8

defended v v 74.8 29.6 74.0 18.0

clean X X 705 9.8 64.4 134

clean X v 75.6 8.2 74.4 8.0

, backdoored X X 70.7 74 49.0 1511.2
Ambulance (12) defended X v 754 74 73.0 180.8
defended v X 69.8 25.8 64.2 36.0

defended v v 75.0 21.0 739 21.0

clean X X 705 13.8 653 104

clean X v 75.6 11.0 743 13.0

. backdoored X X 70.7 124 54.6 1007.0
Pickup Truck (13) defended X v 752 9.6 73.0 117.8
defended v X 69.7 18.4 64.9 192

defended v v 752 186 739 214

clean X X 70.5 29.6 64.9 39.4

clean X v 75.6 34.4 745 26.6

Laptop (14) backdoored X X 70.8 27.0 39.4 2566.4
aptop defended X v 75.4 25.8 66.9 724.8
defended v X 69.9 612 603 112.8

defended v v 75.6 542 747 55.0

clean X X 70.5 6.4 64.8 9.6

clean X v 75.6 6.6 74.4 6.8

Goose (15) backdoored X X 705 58 386 2437.8
00se {1 defended X v 75.7 52 712 3142
defended v X 70.1 32.8 634 59.0

defended v v 747 334 737 25.0

clean X X 70.5 2.0 64.2 1.4

clean X v 75.6 2.6 74.1 1.6

! . backdoored X X 70.3 26 449 2093.8
Pirate Ship (16) defended X v 75.8 24 735 90.8
defended v X 703 202 62.4 36.0

defended v v 75.0 18.2 74.0 24.2

clean X X 70.5 29.0 64.5 55.6

clean X v 75.6 12.4 743 23.0

o backdoored X X 70.4 212 316 3112.0
Gas Mask (17) defended X v 76.1 8.8 67.7 728.6
defended v X 702 79.8 64.7 138.8

defended v v 74.6 66.2 735 102.8

clean X X 705 52.0 64.4 113.8

clean X v 75.6 362 745 254

Vacuum Cleaner (18) backdoored X X 71.2 38.4 40.6 22034
defended X v 753 30.6 64.9 903.0

defended v X 70.4 85.8 64.8 182.8

defended v v 74.6 69.2 73.8 63.2

clean X X 70.5 13.6 64.5 8.0

clean X v 75.6 8.2 743 11.4

. backdoored X X 70.3 8.0 24.1 3630.2
American Lobseter (19) 0 jeq X v 75.1 9.0 716 341.6
defended v X 70.0 534 64.3 61.6

defended v v 75.1 422 743 51.0

clean X X 705400 1854156 64.6+04 2724348

clean X v 75.64+00 156+13.0 744+0.1 14.6 + 10.0

Mean and STD backdoored X X 707403 148+118 377+102 25359 +873.6
can defended X v 755403 125498 702+29  4342+2793
defended v X 70.1+£02 434+250 63.7+L15 76.0 + 53.9

defended v v 750403 39.0+188 74.0+03 414270

Table A12. Per category results for MoCo-v3, ViT-B, and poison rate 1.0%. Detailed results for Table 2.
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