A. Appendix
A.l. Training details

While CutLER is agnostic to the underlying detector,
we use popular Mask R-CNN [27] and Cascade Mask R-
CNN [4] for all experiments, and use Cascade Mask R-
CNN by default, unless otherwise noted. We train the de-
tector on ImageNet with initial masks and bounding boxes
for 160K iterations with a batch size of 16. When training
the detectors with a ResNet-50 backbone [28], we initialize
the model with the weights of a self-supervised pretrained
DINO [7] model. We explored other pre-trained models, in-
cluding MoCo-v2 [9], SWAV [6], and CLD [46], and found
that they give similar detection performance. Therefore, we
initialize model weights with DINO by default.

We also leverage the copy-paste augmentation [16, 19]
during the model training process. Rather than using the
vanilla copy-paste augmentation to improve the model’s
ability to segment small objects, we randomly downsam-
ple the mask with a scalar uniformly sampled between 0.3
and 1.0. We then optimize the detector for 160K iterations
using SGD with a learning rate of 0.005, which is decreased
by 5 after 80K iterations and a batch size of 16. We apply
a weight decay of 5 x 10~° and a momentum of 0.9.

For the multi-round of self-training, in each stage, we
initialize the detection model using the weights from the
previous stage. We optimize the detector using SGD with
a learning rate of 0.01 for 80K iterations. Since the self-
training stage can provide a sufficient number of pseudo-
masks for model training, we don’t use the exploration loss
during the self-training stage.

A.2. Datasets used for zero-shot evaluation

COCO and COCO20K [32] is a large-scale object detec-
tion and instance segmentation dataset, containing about
115K and 5K images in the training and validation split, re-
spectively. Additionally, COCO has an unannotated split of
123 K images. We test our model in a class-agnostic manner
on COCO val2017 and COCO 20K, without fine-tuning
on any images in COCO. COCO 20K is a subset of the
COCO trainval2014 [32], containing 19817 randomly
sampled images, used as a benchmark in [38,43,50]. We
report class-agnostic COCO style averaged precision and
averaged recall for object detection and segmentation tasks.
Pascal VOC [17] is another popular benchmark for object
dtetection. We evaluate our model on its trainval07
split in COCO style evaluation matrics.

UVO [45]. Unidentified Video Objects (UVO) is an exhaus-
tively annotated dataset for video object detection and in-
stance segmentation. We evaluate our model on UVO val
by frame-by-frame inference and report results in COCO
style evaluation matrics.

LVIS [24] collected 2.2 million high-quality instance seg-

mentation masks for over 1000 entry-level object cate-
gories, which naturally constitutes the long-tailed data dis-
tribution. We report class-agnostic object detection and in-
stance segmentation results on LVIS val split, containing
about 5K images.
CrossDomain [29] contains three subsets of watercolor, cli-
part, and comics, in which objects are depicted in water-
color, sketch and painting styles, respectively. We evaluate
our model on all annotated images from these three datasets,
i.e., traintest.
Objects365 V2 [36] presents a supervised object detection
benchmark with a focus on diverse objects in the wild. We
evaluate CutLER on the 80K images from its val split.
Openlmages V6 [31] unifies image classification, object de-
tection, and instance segmentation, visual relationship de-
tection, efc. in one dataset. We evaluate CutLER on its 42K
images from the val split.
KITTI [18] presents a dataset captured from cameras
mounted on mobile vehicles used for autonomous driv-
ing research. We evaluate CutLER on 7521 images from
KITTT’s trainval split.

We provide the summary of these datasets used for zero-
shot evaluation in Table 12.

A.3. Additional results for zero-shot detection &
segmentation

In this section, we use official COCO API and pro-
vide more results with standard COCO metrics, including
AP across various IoU thresholds - AP (averaged over IoU
thresholds from 0.5 to 0.95 with a step size of 0.05), AP5q
(IoU@0.5) and AP75 (IoU@0.75), and AP across scales -
APg (small objects), APy (medium objects) and AP (large
objects). We provide detailed results on all these bench-
marks listed in Table 12 and report these results in Ta-
ble 13. We report the performance of object detection for all
datasets. In addition, for those datasets that provide annota-
tions for instance segmentation, we also present the perfor-
mance of the instance segmentation task. It is worth noting
that on these datasets without segmentation labels, CutLER
can still predict instance segmentation masks, but since we
do not have ground truth masks to be compared, we cannot
evaluate the results.

A.4. CutLER vs. Selective Search

Selective Search [41] is a popular unsupervised object
discovery method, used in many early state-of-the-art de-
tectors such as R-CNN [22] and Fast R-CNN [21]. How-
ever, generating possible object locations with sliding win-
dows greatly reduces inference speed (please refer to [41]
for more details on selective search). We compare Cut-
LER’s performance to selective search in Fig. 7 and ob-
serve that CutLER provides a significant improvement in
both precision and recall, which indicates that CutLER is a



datasets domain testing data #images instance segmentation label
COCO [32] natural images val2017 split 5,000 v
COCO20K [32] natural images  a subset of COCO 20,000 v
UVO [45] video frames val split 7,356 v
LVIS [24] natural images val split 19,809 v
KITTI [18] traffic images trainval split 7,521 X
Pascal VOC [17] natural images trainvalO7split 9,963 X
Clipart [29] clip arts traintest split 1,000 X
Watercolor [29] paintings traintest split 2,000 X
Comic [29] sketches traintest split 2,000 X
Objects365-V2 [36] natural images val split 80,000 X
Openlmages-V6 [31] natural images val split 41,620 X

Table 12. Summary of datasets used for zero-shot evaluation.

Datasets  |APE AP AP AP%* APS% APS™ AR AR ARS%S|APTSK ApTask ppmask ppmask ppmask ppmask ppmask Agmask g gmask

COCO 219 11.8 123 3.7 127 29.6 68 19.6 328 | 189 9.2 97 24 8.8 243 58 16.5 27.1

COCO20K |224 119 125 4.1 127 295 6.8 19.7 33.1 | 19.6 92 100 2.8 89 243 58 16.6 274

Uvo 31.7 14.1 16.1 37 113 253 6.8 245 425|316 14.1 16.1 3.7 11.3 253 46 18.0 322

LVIS 84 39 45 27 91 151 24 92 218 6.7 3.2 35 19 6.1 125 2.1 79 187
KITTI 184 6.7 85 05 56 192 6.2 166 27.8 - - - - - - - - -
Pascal VOC| 369 19.2 202 1.3 6.5 322 165 328 440 - - - - - - - - -
Clipart 21.1 60 87 1.1 58 11.6 6.6 27.0 40.7 - - - - - - - - -
Watercolor | 37.5 109 15.7 0.1 1.1 20.0 194 37.8 442 - - - - - - - - -
Comic 304 7.7 122 0.0 1.3 16,0 85 282 384 - - - - - - - - -
Objects365 |21.6 103 114 3.0 104 204 3.0 154 342 - - - - - - - - -
Openlmages| 173 95 9.7 04 23 149 65 17.6 29.6 - - - - - - - - -

Table 13. Detailed zero-shot evaluation results on all benchmarks used in this work.
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Figure 7. Precision-recall curve for comparing selective search
and CutLER on VOCO07 trainval.

better performing unsupervised method for region proposal
generation with real-time inference speed.

A.5. Training details for label-efficient and fully-
supervised learning

We train the detector on the COCO [32] dataset using the
bounding box, and instance mask labels. To evaluate label
efficiency, we subsample the training set to create subsets
with varying proportions of labeled image We train the de-

previous works [47], when training with 1% or 2% labels,
we train both MoCo-v2 and our model for 3,600 iterations
with a batch size of 16.

Our detector weights are initialized with ImageNet-1K
pre-trained CutLER, except for the weights of the final
bounding box prediction layer and the last layer of the mask
prediction head, which are randomly initialized with val-
ues taken from a normal distribution. For experiments on
COCO with labeling ratios below 50%, during model train-
ing, we use a batch size of 16, and learning rates of 0.04 and
0.08 for model weights loaded from the pre-trained CutLER
and randomly initialized, respectively. For experiments on
COCO with labeling ratios between 50% and 100%, the
learning rates of all layers decay by a factor of 2.

For a fair comparison, baselines and CutLER use the
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Figure 8. Fine-tuning on MS-COCO with various annotation ratios. We report results using Mask R-CNN and Cascade Mask R-CNN
with a backbone of ResNet-50 as the detector.

same hyper-parameters and settings.

A.6. More visualizations

We provide more qualitative visualizations of CutLER’s
zero-shot predictions in Fig. 9.



Figure 9. More visualizations of CutLER’s predictions.
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