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1. Results on Mid-scale Color Datasets

We compare our method with SOTA model-based
methods (GAP-TV [6], DeSCI [3], PnP-FFDNet [7]
and PnP-FastDVDnet [8]) and deep learning-based
method (BIRNAT-color [2]) on six benchmark mid-scale
color datasets (Beauty, Bosphorus, Jockey,
Runner, ShakeNDry and Traffic with a size of
512 × 512 × 3 × 8). Among them, PnP-FFDNet and
PnP-FastDVDnet have grayscale and color versions, which
are used to indicate that they use a grayscale denoiser and a
color denoiser, respectively. Table 2 shows the quantitative
comparison results, it can be observed that our proposed
EfficientSCI-B (‘Base’ version) can achieve the highest
reconstruction quality and good real-time performance. In
particular, the PSNR value of our method surpasses the
existing best method BIRNAT-color by 2.02 dB on average.
In addition, our proposed EfficientSCI-S (‘Small’ version)
achieves high reconstruction quality with the best real-time
performance. Fig. 1 shows the visual reconstruction
results of some simulation data. By zooming in some
local areas, we can observe that our method can recover
sharper edges and more detailed information compared to
previous state-of-the-art (SOTA) methods (with artifacts or
over-smoothing).

Table 1. Comparison of memory consumption (MB) between our
proposed method and other Transformer architectures during run-
time on large-scale color datasets.

Method Resolution Memory (MB)

Swin 1080× 1920× 3× 8 13281
VSwind2 1080× 1920× 3× 8 19589
VSwind4 1080× 1920× 3× 8 > 24000

TimeSformer1 512× 512× 3× 8 > 24000
TimeSformer2 1080× 1920× 3× 8 > 24000

Ours 1080× 1920× 3× 8 8995

*Equal Contribution, † Corresponding Author

2. Comparison with Other Transformer Net-
work Architectures

To further validate the memory effectiveness of our pro-
posed CFormer block on large-scale color datasets, we com-
pare with some current SOTA Transformer networks, in-
cluding Swin Transformer (Swin) [4], Video Swin Trans-
former (VSwin) [5] and TimeSformer [1]. We have verified
that our proposed method can achieve higher reconstruction
quality in previous experiments, so here we only compare
the memory consumption of different networks during run-
time.

Table 1 shows the memory consumption of different net-
work blocks during runtime, where VSwind2 indicates that
the local window depth is 2, VSwind4 indicates that the lo-
cal window depth is 4, and the local window space size for
Swin and VSwin is 7 × 7. Compared to other Transformer
network blocks, our proposed CFormer block has a lower
memory consumption. On large-scale color data with a size
of 1080×1920×3×8, the CFormer block only needs 8995
MB memory consumption, which is 35% less than Swin
Transformer and 85% less than Video Swin Transformer.
For TimeSformer and VSwind4, they cannot be applied to
large-scale video reconstruction tasks due to the memory
constraint.
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Table 2. The average PSNR in dB (left entry), SSIM (right entry) and running time per measurement of different algorithms on 6 benchmark
Mid-scale color datasets. Best results are in bold and the second-best results are underlined.

Method Beauty Bosphorus Jockey Runner ShakeNDry Traffic Average Running time(s)
GAP-TV 33.08, 0.964 29.70, 0.914 29.48, 0.887 29.10, 0.878 29.59, 0.893 19.84, 0.645 28.47, 0.864 10.80 (CPU)
DeSCI 34.66, 0.971 32.88, 0.952 34.14, 0.938 36.16, 0.949 30.94, 0.905 24.62, 0.839 32.23, 0.926 92640 (CPU)

PnP-FFDNet-gray 33.21, 0.963 28.43, 0.905 32.30, 0.918 30.83, 0.888 27.87, 0.861 21.03, 0.711 28.93, 0.874 13.20 (GPU)
PnP-FFDNet-color 34.15, 0.967 33.06, 0.957 34.80, 0.943 35.32, 0.940 32.37, 0.940 24.55, 0.837 32.38, 0.931 97.80 (GPU)

PnP-FastDVDnet-gray 33.01, 0.963 30.95, 0.934 33.51, 0.928 32.82, 0.900 29.92, 0.892 22.81, 0.776 30.50, 0.899 19.80 (GPU)
PnP-FastDVDnet-color 35.27,0.972 37.24, 0.971 35.63,0.950 38.22, 0.965 33.71, 0.949 27.49, 0.915 34.60, 0.953 52.2 (GPU)

BIRNAT-color 36.08, 0.975 38.30, 0.982 36.51, 0.956 39.65, 0.973 34.26, 0.951 28.03, 0.915 35.47, 0.959 0.98 (GPU)
EfficientSCI-S 37.39, 0.978 40.52, 0.987 38.09, 0.967 42.24, 0.984 35.03, 0.951 29.71, 0.938 37.16, 0.968 0.61 (GPU)
EfficientSCI-B 37.51, 0.979 40.89, 0.988 38.49, 0.969 42.73, 0.985 35.19, 0.953 30.13, 0.943 37.49, 0.970 1.31 (GPU)

Beauty
#24

Bosphorus
#8

Jockey
#26

GAP-TV

ShakeNDry
#4

Traffic
#30

Ground
Truth

Runner
#12

PnP-
FastDVDnet-

gray

PnP-
FFDNet-

color

PnP-
FastDVDnet-

color
EfficientSCI-B

PnP-
FFDNet-

gray

Figure 1. Selected reconstruction frames of simulated color data. Zoom in for better view.
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