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1. Inference Stage

Fig. 1 shows the network details for the inference stage.
During inference, the domain-invariant learnable filter is
utilized to extract the domain-invariant amplitude spectrum,
subsequently used to construct the domain-invariant com-
ponent. We employ the domain-invariant component di-
rectly for prediction, while the domain-specific component
is not used in the reference process.

2. Ablation Analysis of Hyper-parameter \

Tab. 1 gives the quantitative results of the ablation anal-
ysis of the proposed framework’s hyper-parameter \. We
investigate how varying the setting of hyper-parameter A
affects the network’s generalization performance. We can
see that different settings of \ affect the generalization per-
formance. Setting A to values too large or too small can
degrade the network’s generalization performance. When
A is set to 0.15, the performance is the best. The ablation
analysis of the contrastive loss can be also found in Tab. 1,
verifying the efficacy of the contrastive loss.

3. Ablation Analysis of the Backbone Division

Tab. 2 shows the quantitative results of the ablation anal-
ysis of the backbone division. To demonstrate the effect of
different backbone divisions on the generalization capabil-
ity of the UAV-OD network, we select different backbone
divisions based on the structure of the backbone and con-
duct experiments. We can observe that selecting block four
as a partition achieves the optimal results.

4. More Visualization Analysis

Image-level visualization. In Fig. 2, we provide more
full-resolution image-level visualization examples. We can
observe that despite the appearance of the image varies
across domains, the domain-invariant component from each
domain appears similar. For the domain-specific compo-
nent, there is a clear separation between the foreground
and background, with the foreground consisting of a darker

color to indicate less attention and the background consist-
ing of a brighter color to indicate more attention.

Feature-level visualization. As shown in Fig. 3, we pro-
vide more full-resolution feature-level visualizations of our
method. For the domain-invariant feature, the foreground
region is typically brighter than the background region, in-
dicating that the domain-invariant feature focuses more on
the image’s foreground. For the domain-specific feature, the
background region is typically brighter than the foreground
region, indicating that the domain-specific feature empha-
sizes the image’s background. Therefore, our method effec-
tively separates the invariant and specific features.

5. Comparisons of the Training Time

Tab. 3 (a) demonstrates that the training time of our ap-
proach is comparable to other methods. Contrastive learn-
ing does not require a lot of time-consuming.

6. Discussion of Diverse Illumination Results.

Diverse illumination is a domain shift that varies more
from global properties than others. As the frequency do-
main obeys global modeling, our method can handle it bet-
ter. In addition, we have conducted experiments on the re-
lighting and the results are shown in Tab. 3 (b). Due to
the gap between low- and high-level vision tasks, relighting
will hinder the generalizability.

7. Limitation

For limitation, our approach is an initial exploration
of learning domain generalized UAV-OD network via fre-
quency domain disentanglement. More subtle designs can
be considered, leaving enough space for further develop-
ment. Furthermore, our method is evaluated on three un-
seen target domains: various scene structures, diverse illu-
mination conditions, and adverse weather conditions. We
will consider more unseen target domains in future work to
validate our method’s effectiveness.
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Figure 1. Illustration of the proposed method for the testing stage. F and F ' indicate FFT and IFFT. The backbone of UAV-OD network
is divided into By and Bs. H represents the detection head of UAV-OD network, the lines marked with (I) represent element-wise
multiplication. During inference, we directly use the domain-invariant component to make predictions.

Hyper-parameter Various Scene Diverse [llumination Adverse Weather Average

AP5g AP7; AP | APsg APy AP | AP5y AP AP | AP5y APy AP

A=1.0 69.2 384 389 | 343 156 177 | 450 144 19.6| 495 228 254
A=0.5 71.6 459 425 | 395 185 208 | 447 159 204 | 519 268 279
A=0.3 70.6 454 422 | 412 174 209 | 465 164 213 | 528 264 28.1
A=0.15 75.1 497 453 | 390 185 20.7 | 48.0 172 223 | 540 284 294
A=0.1 719 400 399 | 180 472 75 | 380 122 170 | 426 19.0 215

A =0.05 831 637 542 | 135 2.9 54 | 300 82 124 | 422 249 240
A=0 72.0 46.1 433 | 31.7 13.6 169 | 385 11.8 17.7 | 474 238 260

Table 1. Quantitative results of the ablation analysis of the proposed framework’s hyper-parameter A\, which balances Lcon and Lger.

Block Various Scene Diverse Illumination Adverse Weather Average

AP5o APr; AP | AP5g APy AP | APsy AP AP | AP5y APy AP
0 657 374 37.0| 236 89 115 | 453 121 182 | 449 195 222
1 715 443 418 | 344 139 17.1 | 470 161 215 | 51.0 248 2638
2 723 476 435 | 330 158 174 | 470 157 213 | 508 264 274
3 733 482 443 | 38.1 184 200 | 468 16.6 21.7 | 5277 277 28.7
4 751  49.7 453 | 39.0 185 20.7 | 48,0 17.2 223 | 540 284 294
5 7477 495 451 | 293 140 153 | 456 155 206 | 499 263 270
6 745 489 448 | 303 143 159 | 464 157 21.1 | 504 263 273
7 72.8 46.1 429 | 394 18.6 208 | 464 164 213 | 529 270 283
8 70.8 43.1 413 | 332 122 159 | 485 162 222 | 508 238 265
9 69.7 375 386 | 296 11.0 14.0| 483 142 21.1 | 492 209 246

Table 2. Quantitative results of the ablation analysis of the backbone division. The UAV-OD network’s backbone is divided according to
the specified block.

Method Baseline JiGen RSC StableNet Single-DGOD Ours Method LIME Enlighten ZeroDCE Ours
Duration 9h44m 16h33m 17h57m 21h55m  16h47m  16h42m AP 9.0 9.9 11.3  20.7

(a) (b)
Table 3. (a) Comparisons of the training time. Duration are reported. (b) Comparisons of the relighting methods and ours. AP are reported.
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(a) Input image (b) Domain-invariant component (c) Domain-specific component

Figure 2. Visualization analysis of the domain invariant and domain-specific components extracted from different domains. The first,
second and third rows indicate the target domains with various scene structures, diverse illumination conditions, adverse weather condition.
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(a) Input image (b) Domain-invariant feature (c) Domain-specific feature

Figure 3. Visualization analysis of the domain invariant and domain-specific features extracted from different domains. The first, second
and third rows indicate the target domains with various scene structures, diverse illumination conditions, adverse weather conditions.
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