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Supplementary Material

In this supplementary material, we first provide mode
implementation details for reproducibility in Sec. A. Next,
in Sec. B, we ablate baselines (i.e., BEiT [1] and iBOT [29])
and decoder designs. The pseudo-code of the easy-to-hard
mask generation in a Pytorch-like style is provided in Sec. C.
Finally, in Sec. D, we provide both visual and quantitative
evidence of our key assumption: discriminative patches are
usually hard to reconstruct.

A. Implementation Details

ViT Architecture. We follow the standard vanilla ViT [9]
architecture used in MAE [11] as the backbone, which is a
stack of Transformer blocks [23]. Following MAE [11] and
UM-MAE [15], we use the sine-cosine positional embedding.
For the downstream classification task, we use features
globally averaged from the encoder output for both end-
to-end fine-tuning, linear probing, and k-NN classification.

Decoder Design. Our HPM contains two decoders, i.e.,
the image reconstructor and the loss predictor. These two
decoders share the architecture, and each decoder is a stack
of Transformer blocks [23] followed by a linear projector.

Effective Training Epochs. Following iBOT [29], we
take the effective training epochs as the metric of the
training schedule, due to extra computation costs brought
by multi-crop [2] augmentation, which is a widely used
technique for contrastive methods. Specifically, the effective
training epochs are defined as the actual pre-training epochs
multiplied with a scaling factor r. For instance, DINO [3]
is trained with 2 global 224×224 crops and 10 local 96×96
crops, and thus r = 2 + (96/224)2 × 10 ≈ 4. More details

Table S1. Pre-training settings. By default, we use ViT-B/16 [9]
as the backbone and apply 200 epochs pre-training.

config value
optimizer AdamW [19]
base learning rate 1.5e-4
weight decay 0.05
momentum β1, β2 = 0.9, 0.95 [4]
layer-wise lr decay [6] 1.0
batch size 4096
learning rate schedule cosine decay [20]
warmup epochs 10 (ViT-B), 40 (ViT-L)
training epochs 200
augmentation RandomResizedCrop

and examples can be found in [29].

A.1. ImageNet Classification

For all experiments in this paper, we take ImageNet-
1K [21], which contains 1.3M images for 1K categories,
as the pre-trained dataset. By default, we take ViT-B/16 [9]
as the backbone and it is pre-trained 200 epochs followed
by 100 epochs of end-to-end fine-tuning. Implementation
details can be found in Tab. S1, Tab. S2, and Tab. S3. Most
of the configurations are borrowed from MAE [11]. The
linear learning rate scaling rule [10] is adopted: lr =
lrbase × batch_size / 256. For supervised training from
scratch, we simply follow the fine-tuning setting without
another tuning.

We follow the linear probing setting of MoCo v3 [5]. We
do not use mixup [27], cutmix [26], drop path [14], and color
jitter. The k-NN classification settings are borrowed from
DINO [3]. All images are first resized to 256×256 and then
center-cropped to 224×224. We report the best result among
k = 10, 20, 100, 200.



Table S2. Fine-tuning settings. By default, we use ViT-B/16 [9]
as the backbone and apply 100 epochs fine-tuning on ImageNet-
1K [21] after pre-training.

config value
optimizer AdamW [19]
base learning rate 5e-4
weight decay 0.05
momentum β1, β2 = 0.9, 0.999
layer-wise lr decay [6] 0.8
batch size 1024
learning rate schedule cosine decay [20]
warmup epochs 5
training epochs 100 (ViT-B/16), 50 (ViT-L/16)
augmentation RandAug (9, 0.5) [8]
label smoothing [22] 0.1
mixup [27] 0.8
cutmix [26] 1.0
drop path [14] 0.1

Table S3. Linear probing settings. By default, we use ViT-
B/16 [9] as the backbone and apply 100 epochs linear probing
on ImageNet-1K [21] after pre-training.

config value
optimizer SGD
base learning rate 1e-3
weight decay 0
momentum β1 = 0.9
batch size 4096
learning rate schedule cosine decay [20]
warmup epochs 10
training epochs 100
augmentation RandomResizedCrop

Table S4. Ablation study on different decoder designs. The
speedup is evaluated under 8 Telsa V100 GPUs with 32 images with
resolution 224×224 per GPU. The default settings of our proposed
HPM are highlighted in color.

# blocks speedup fine-tune linear k-NN

1 1.94× 82.67 39.83 16.83
2 1.68× 82.50 46.74 22.63
4 1.37× 82.75 53.95 33.60
8 1.00× 82.95 54.92 36.09

12 0.76× 82.84 54.83 35.93

# dim speedup fine-tune linear k-NN

128 1.31× 82.74 42.51 17.67
256 1.18× 82.80 52.39 29.46
512 1.00× 82.95 54.92 36.09

1024 0.61× 82.81 54.01 36.54

A.2. COCO Object Detection and Segmentation

Network Architecture. We take Mask R-CNN [12] with
FPN [17] as the object detector. Following [11] and [15], to
obtain pyramid feature maps for matching the requirements
of FPN [17], whose feature maps are all with a stride of
16, we equally divide the backbone into 4 subsets, each
consisting of a last global-window block and several local-

window blocks otherwise, and then apply convolutions to
get the intermediate feature maps at different scales (stride
4, 8, 16, or 32), which is the same as ResNet [13].

Training. We perform end-to-end fine-tuning on COCO [18]
for 1× schedule, i.e., 12 epochs, for ablations (i.e., Tab. 6)
with 1024×1024 resolution. We simply follow the configu-
ration of ViTDet [16] in detectron2 [24]. Experiments are
conducted on 8 Telsa V100 GPUs with a batch size of 16.

A.3. ADE20k Semantic Segmentation

Network Architecture. We take UperNet [25] as the
segmentation decoder following the code of [1, 7, 15].

Training. Fine-tuning on ADE20k [28] for 80k iterations is
performed for ablations. When compared with previous
methods, 160k iterations of fine-tuning are performed.
We adopt the exact same setting in mmsegmentation [7].
Specifically, each iteration consists of 16 images with
512×512 resolution. The AdamW [19] optimizer is adopted
with an initial learning rate of 1e-4 and a weight decay
of 0.05 with ViT-B. For ViT-L, the learning rate is 2e-
5. We apply a polynomial learning rate schedule with
the first warmup of 1500 iterations following common
practice [1, 7, 15]. Experiments are conducted on 8 Telsa
V100 GPUs.

B. More Experiments

method fine-tune
BEiT [1] 80.9
HPM (w/ BEiT) 81.5 ↑ 0.6
iBOT [29] 82.9
HPM (w/ iBOT) 83.4 ↑ 0.5

HPM over other baselines. We
study the effectiveness of HPM
over BEiT [1] and iBOT [29] in
the right table. We perform 200
and 50 epochs pre-training for
BEiT [1] and iBOT [29], respectively. Note that iBOT [29]
utilizes 2 global crops (2242) and 10 local crops (962).
Therefore, the effective pre-training epoch of iBOT-based
experiments is 50 × (2 + 10×962

2242 ) ≈ 200. From the table,
we can tell that HPM brings consistent improvements.

Ablations on decoder design. Our decoder is a stack of
Transformer blocks [23] with a fixed width following [11].
We study its depth and width in Tab. S4. 8 blocks with 512-d
features is the best choice, which is exactly the same with
MAE [11].

C. Implementation of Easy-to-Hard Masking

Algorithm S1 shows the implementation of easy-to-hard
mask generation introduced in Sec. 3.4. Specifically, at
training epoch t, we want to generate a binary mask M with
γN patches to be masked. Under the easy-to-hard manner,
there are αtγN patches masked by predicted loss L̂t and the
remaining (1− αt)γN are randomly selected.



Algorithm S1 Pseudo-Code of Easy-to-Hard Masking.

# pred_t: predicted reconstruction loss
# t: current epoch
# T: total training epochs

# easy-to-hard mask generation
def mask_generation(pred_t, t, T, mask_ratio):

L = len(pred_t)
# total number of visible patches
len_keep = int(L * (1 - mask_ratio))

# number of patches masked by predicted loss
alpha_t = alpha_0 + t/T * (alpha_T - alpha_0)
len_pred = int(L * mask_ratio * alpha_t)
ids_shuffle = argsort(pred_t)

# compute remaining patches
remain = delete(arange(L) - ids_shuffle[-len_pred:])

# random masking for remained patches
ids_shuffle[:(L-len_pred)] = shuffle(remain)

# generate mask: 0 is remove, 1 is keep
mask = ones([L,]).bool()
mask[:len_keep] = 1

# restore the mask
ids_restore = argsort(ids_shuffle)
return gather(mask, ids_restore)

D. Hard to Reconstruct v.s. Discrimination
Visual evidence. We provide qualitative results on
ImageNet-1K [21] validation set in Fig. S1 and COCO [18]
validation set in Fig. S2, respectively. As illustrated in
Figs. S1 and S2, patches with higher predicted reconstruction
loss usually are more discriminative (i.e., object or forehead).

input accuracy
random 50% 79.1
bottom 50% 78.7 ↓ 0.4
top 50% 79.8 ↑ 0.7
all 100% 80.9

Quantitative evidence. Here, we
present a toy experiment to explore
the relationship between hard to
reconstruct and discrimination for
classification. In the right table,
three ViT-B/16 [9] models are trained from scratch on
ImageNet-1K for 100 epochs under image-level supervision.
Only 50% patches are input, and “bottom” and “top”
indicates patches with lower and higher Lpred are visible,
respectively. We load HPM pre-trained with 200 epochs for
computing Lpred. Empirically, patches with higher Lpred

contribute more to classification. We hope this will inspire
future work.
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Figure S1. Qualitative results on ImageNet-1K validation set. For each tuple, we show the input image (left) and the patch-wise predicted
reconstruction loss (right). Red means higher losses and blue indicates the opposite.



Figure S2. Qualitative results on COCO validation set. For each tuple, we show the input image (left) and the patch-wise predicted
reconstruction loss (right). Red means higher losses and blue indicates the opposite.


