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1. Ablation Studies

(We additionally report ImageNet-1K (IN1K) results
for ablation studies compared with the submission.) We
conduct ablation studies on base-size models, having 12-
layer Multiway Transformer blocks with 768 hidden size
and 3072 intermediate size. The base-size models use
16× 16 patch size and are trained at resolution 224× 224.
Most settings and hyperparameters are kept the same as
the giant-size model. We use multimodal data including
CC3M, SBU, COCO, and VG to pretrain the model. The
monomodal data include ImageNet-21K and 16GB text cor-
pora from English Wikipedia and BookCorpus. Notice that
we use the same text corpora as BERT [4]. The models are
pretrained for 200K steps with 2e-3 peak learning rate and
6144 batch size. We report vqa-score on VQA test-dev set,
accuracy on NLVR2 dev set, and average of top1 recall of
image-to-text and text-to-image retrieval on Flickr30K dev
set. Top1 accuracy is reported for ImageNet-1K. The mod-
els are finetuned as a dual encoder for Flickr30K. Gray
indicates the default setting of BEIT-3.

Backbone Architecture We study the effects of differ-
ent model architectures. Table 1 shows that Multiway
Transformers perform better than standard Transformers on
four benchmarks. Modality experts introduced in Multiway
Transformers effectively capture modality-specific informa-
tion and improve performance.

Transformer VQA NLVR2 F30K IN1K

Standard 76.1 80.8 82.8 84.1
Multiway 76.8 81.4 84.4 84.4

Table 1. Multiway Transformer improves the performance over
the conventional one.

* Equal contribution. † Corresponding author.

Masking Strategy in MVLM We compare two mask-
ing strategies for MVLM, i.e., joint masking, and separate
masking. Specifically, for joint masking, we simultane-
ously mask image patches and text tokens for the same in-
put image-text pair. In contrast, for separate masking, given
an input pair, we randomly mask tokens of one modality
(image or text) while keeping tokens of another modality
unmasked. As shown in Table 2, separate masking outper-
forms joint masking on vision-language tasks and learns the
alignment of images and texts more effectively. Two mask-
ing strategies perform similarly on ImageNet-1K.

Strategy VQA NLVR2 F30K IN1K

Joint 75.7 79.0 83.1 84.4
Separate 76.8 81.4 84.4 84.4

Table 2. Separate masking in MVLM is helpful.

Monomodal and Multimodal Data We analyze the ef-
fects of monomodal and multimodal data in Table 3. Ex-
perimental results indicate that monomodal and multimodal
data positively contribute to performance. Using both types
of pretraining data achieves the best results.

Mono Multi VQA NLVR2 F30K IN1K

✓ ✗ 71.3 64.6 79.3 84.1
✗ ✓ 75.8 79.3 81.1 83.4
✓ ✓ 76.8 81.4 84.4 84.4

Table 3. Whether we conduct masked prediction for monomodal
(mono) and multimodal (multi) data.

Image Reconstruction Target We compare different tar-
gets used for image reconstruction. As shown in Table 4,
VQ-KDCLIP [14] performs better than the DALL-E [15] to-
kenizer used in BEIT [1] and per-patch-normalized pixels
proposed by MAE [6]. In addition, we observe training in-
stability and gradient imbalance between image reconstruc-
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tion loss of per-patch-normalized pixels and text reconstruc-
tion loss, which results in a performance drop on ImageNet-
1K.

Target VQA NLVR2 F30K IN1K

DALL-E [15] 73.2 77.7 76.6 82.7
Pixel (w/ norm) [6] 73.3 77.1 75.9 81.1
VQ-KDCLIP [14] 76.8 81.4 84.4 84.4

Table 4. Targets used for image reconstruction. VQ-KDCLIP [14]
works the best.

Text Reconstruction We study the effects of text recon-
struction on monomodal and multimodal data. As shown in
Table 5, the text reconstruction tasks on monomodal and
multimodal data bring improvements for vision-language
tasks. Text reconstruction on text corpora learns language
representations. Moreover, text reconstruction on mul-
timodal data encourages the model to learn cross-modal
alignments. In addition, we find that masked language mod-
eling on multimodal data plays a more important role than
on text-only data for vision-language tasks. We also ob-
serve that introducing text reconstruction results in a slight
performance drop on ImageNet-1K. Using shared attention
parameters between different modalities helps the model to
align different modalities. While model capacity is con-
strained due to the shared parameters, especially for the
base-size model. We perform architecture explorations on
Table 16 and find that decoupling attention module of dif-
ferent modalities relieves the above issue.

Mono Multi VQA NLVR2 F30K IN1K

✗ ✗ 71.5 69.3 77.8 84.7
✓ ✗ 73.2 76.4 81.3 84.4
✗ ✓ 76.5 80.6 82.7 84.6
✓ ✓ 76.8 81.4 84.4 84.4

Table 5. Whether we enable text reconstruction for monomodal
(mono) and multimodal (multi) data.

Image Reconstruction Table 6 presents the ablation
study of masked image modeling on monomodal and mul-
timodal data. The results indicate that the image recon-
struction tasks on both types of pretraining data improve
the results. In contrast to text reconstruction, we find that
monomodal data and multimodal data contribute similarly
to image reconstruction on vision-language tasks.

Mono Multi VQA NLVR2 F30K IN1K

✗ ✗ 71.6 74.3 71.7 77.9
✓ ✗ 75.8 79.8 82.0 84.3
✗ ✓ 75.6 79.5 81.9 83.3
✓ ✓ 76.8 81.4 84.4 84.4

Table 6. Whether we enable image reconstruction for monomodal
(mono) and multimodal (multi) data.

2. Effects of Intermediate Finetuning for Re-
trieval

As shown in Table 7, we directly finetune BEIT-3 on
COCO and Flickr30K. BEIT-3 still outperforms previous
state-of-the-art models, even without using image-text con-
trastive objective during pretraining. The results demon-
strate the effectiveness of masked data modeling for learn-
ing cross-modal representations. Next, we perform inter-
mediate finetuning on the pretraining image-text pairs for 5
epochs with a 16k batch size. The peak learning is 3e-5,
with linear warmup over the first epoch. The image input
size is 224× 224. The weight decay is set to 0.05. We dis-
able dropout as in pretraining and use drop path with a rate
of 0.3. The layer-wise learning rate decay is 0.95. We use
the AdamW [11] optimizer with β1 = 0.9, β2 = 0.999.

3. Hyperparameters Used for Pretraining

Hyperparameters BEIT-3

Layers 40
Hidden size 1408
FFN inner hidden size 6144
Attention heads 16
Patch size 14× 14
Relative positional embeddings ✗

Training steps 1M
Batch size 6144
AdamW ϵ 1e-6
AdamW β (0.9, 0.98)
Peak learning rate 1e-3
Learning rate schedule Cosine
Warmup steps 10k

Gradient clipping 3.0
Dropout ✗

Drop path 0.1
Weight decay 0.05

Data Augment RandomResizeAndCrop
Input resolution 2242

Color jitter 0.4

Table 8. Hyperparameters for pretraining BEIT-3.



Model
MSCOCO (5K test set) Flickr30K (1K test set)

Image → Text Text → Image Image → Text Text → Image

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

BEIT-3 82.7 96.0 98.2 65.1 86.6 92.3 97.5 99.9 100.0 89.1 98.6 99.3
+ Intermediate Finetuning 84.8 96.5 98.3 67.2 87.7 92.8 98.0 100.0 100.0 90.3 98.7 99.5

Table 7. Finetuning results of image-text retrieval on COCO and Flickr30K. BEIT-3 is directly finetuned on downstream benchmarks
without intermediate finetuning on the pretraining data.

4. Hyperparameters Used for Finetuning on
NLVR2 and VQAv2

Hyperparameters NLVR2 VQAv2

Peak learning rate 1e-3 1e-5
Fine-tuning epochs 20 10
Warmup epochs 5 1
Layer-wise learning rate decay 0.8 1.0
Batch size 256 128
AdamW ϵ 1e-8
AdamW β (0.9, 0.999)
Weight decay 0.05 0.01
Drop path 0.4
Dropout ✗

Input resolution 2242 7562

Table 9. Hyperparameters for fine-tuning BEIT-3 on NLVR2 and
VQAv2.

5. Hyperparameters Used for Finetuning on
COCO Captioning

Hyperparameters COCO Captioning

Peak learning rate 8e-6
Fine-tuning steps 16k
Warmup steps 1600
Layer-wise learning rate decay 1.0
Batch size 256
AdamW ϵ 1e-8
AdamW β (0.9, 0.999)
Weight decay 0.01
Drop path 0.3
Dropout ✗

Input resolution 3922

Mask prob 0.6
Label smoothing ε 0.1
Beam size 3

Table 10. Hyperparameters for fine-tuning BEIT-3 on COCO cap-
tioning.

6. Hyperparameters Used for Finetuning on
Image-Text Retrieval

Hyperparameters COCO Flickr30K

Peak learning rate 1e-5
Fine-tuning epochs 15 20
Warmup epochs 3 5
Layer-wise learning rate decay 0.95
Batch size 3k
AdamW ϵ 1e-8
AdamW β (0.9, 0.999)
Weight decay 0.05
Drop path 0.3
Dropout ✗

Input resolution 4202

Table 11. Hyperparameters for fine-tuning BEIT-3 on image-text
retrieval.

7. Hyperparameters Used for Finetuning on
Semantic Segmentation

Hyperparameters ADE20K

Peak learning rate 1e-5
Fine-tuning steps 80k
Warmup steps 1500
Layer-wise learning rate decay 0.95
Batch size 16
AdamW ϵ 1e-8
AdamW β (0.9, 0.999)
Weight decay 0.05
Drop path 0.5
Dropout ✗

Input resolution 8962

Table 12. Hyperparameters for fine-tuning BEIT-3 on semantic
segmentation.



8. Hyperparameters Used for Finetuning on
Object Detection

Hyperparameters Object365 COCO

Learning rate 1e-4 5e-5
Fine-tuning epochs 15 20
Warmup steps 250
Layer-wise learning rate decay 0.9
Batch size 64
AdamW ϵ 1e-8
AdamW β (0.9, 0.999)
Weight decay 0.1
Drop path 0.6
Input resolution 10242 12802

Table 13. Hyperparameters for fine-tuning BEIT-3 on object de-
tection.

9. Hyperparameters Used for Finetuning on
Image Classification

Hyperparameters ImageNet-21K ImageNet-1K

Peak learning rate 5e-5 3e-5
Fine-tuning epochs 50 15
Warmup epochs 5 3
Layer-wise learning rate decay 0.85 0.95
Batch size 16k 2k
AdamW ϵ 1e-6 1e-8
AdamW β (0.9, 0.98) (0.9, 0.999)
Weight decay 0.05
Drop path 0.4
Dropout ✗

Input resolution 2242 3362

Label smoothing ε 0.1

Table 14. Hyperparameters for fine-tuning BEIT-3 on image clas-
sification.

10. Video Downstream Tasks
We evaluate a base-size BEIT-3 model on video retrieval

(MSR-VTT [19]) and action recognition (Kinetics-400 [7])
tasks. The results are present in Table 15. We directly adopt
the framework of X-CLIP [12] for Kinetics-400 and keep all
the hyperparameters, except the learning rate, the same for a
fair comparison. For MSR-VTT, we evaluate the zero-shot
text-to-video retrieval result of a BEIT-3 checkpoint after
intermediate image-text contrastive finetuning. We follow
VIOLET [5] and use the same protocol. Table 15 shows that
BEIT-3 achieves better performance than CLIP on both two
tasks.

Model K400 (Top1 Acc) MSR-VTT (R@1)

CLIP Base 83.8 30.0
BEIT-3 Base 84.2 30.7

Table 15. Finetuning results on Kinetics-400 (K400) and zero-shot
text-to-video retrieval results on MSR-VTT 1K-A test set.

11. Additional Architecture Exploration

We perform architecture exploration on decoupling at-
tention parameters of different modalities and introduc-
ing MAGNETO [18]. Multiway Transformers use a shared
self-attention module between different modalities to en-
able the model to be used for vision-language tasks re-
quiring deep fusion. While the shared attention parame-
ters limit the model capacity for different modalities. We
explore encoding different modalities using different atten-
tion parameters, and fuse image-text pairs via concatenating
queries, keys, and values of images and texts in the self-
attention module to model their interactions. As present
in Table 16, decoupling the self-attention module improves
model capacity and brings improvements to the vision task
(ImageNet-1K) and language task (SST-2). It also achieves
similar performance on vision-language tasks. Moreover,
introducing MAGNETO brings further improvements across
different downstream tasks.

Architecture VQA IN1K SST-2

Multiway Transformer 76.8 84.4 92.6
Decoupled Transformer 76.8 84.7 92.8

+ MAGNETO [18] 77.5 84.9 93.5

Table 16. Architecture exploration of decoupling self-attention
module and introducing MAGNETO [18].

12. Model Configuration

We scale up the model capacity of BEIT-3 to a giant-size
Transformer model following the setup of ViT-giant [20].
As shown in Table 17, the model consists of a 40-layer Mul-
tiway Transformer with 1408 hidden size, 6144 intermedi-
ate size, and 16 attention heads. All layers contain both vi-
sion experts and language experts. Vision-language experts
are also employed in the top three Multiway Transformer
layers. The self-attention module is shared across different
modalities. BEIT-3 giant model consists of 1.9B parame-
ters in total, including 692M parameters for vision experts,
692M for language experts, 52M for vision-language ex-
perts, 90M for word embeddings, and 317M for the shared
self-attention module. Notice that only vision-related pa-
rameters (i.e., comparable size as ViT-giant; about 1B) are
activated when the model is used as a vision encoder. Simi-
larly, only text-related weights are used for language tasks.



Model #Layers Hidden
Size

MLP
Size

#Parameters

V-FFN L-FFN VL-FFN Shared Attention Total

BEIT-3 40 1408 6144 692M 692M 52M 317M 1.9B

Table 17. Model configuration of BEIT-3. The architecture layout follows ViT-giant [20].

13. Data Statistics
BEIT-3 is pretrained on both monomodal and multi-

modal data shown in Table 18. For multimodal data,
there are about 15M images and 21M image-text pairs
collected from five public datasets: Conceptual 12M
(CC12M) [3], Conceptual Captions (CC3M) [16], SBU
Captions (SBU) [13], COCO [9] and Visual Genome
(VG) [8]. For monomodal data, we use 14M images
from ImageNet-21K and 160GB text corpora [2] from En-
glish Wikipedia, BookCorpus [21], OpenWebText1, CC-
News [10], and Stories [17].

Data Source Size

Image-Text Pair
CC12M, CC3M, SBU,
COCO, VG

21M pairs

Image ImageNet-21K 14M images

Text
English Wikipedia,
BookCorpus, OpenWebText,
CC-News, Stories

160GB
documents

Table 18. Pretraining data of BEIT-3. All the data are academi-
cally accessible.
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