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A. Additional Experimental Results

A.1. Multi-scale Inference

Multi-scale evaluation is a commonly used trick in seg-
mentation tasks [1, 2, 4] to boost the performance by merg-
ing the results of inputs under different data augmentations.
Here we follow XMem [2] to apply image scaling and ver-
tical mirroring and simply average the output probabilities
to obtain the final masks.

Method MS D16 val D17 val
J&F J F J&F J F

CFBI [13] ! 90.7 89.6 91.7 83.3 80.5 86.0
XMem [2] ! 92.7 92.0 93.5 88.2 85.4 91.0
Ours % 92.6 91.5 93.7 87.1 83.7 90.5
Ours ! 92.9 92.2 93.6 88.6 85.8 91.4
Ours∗ % 92.8 91.8 93.8 88.2 84.5 91.9
Ours∗ ! 93.4 92.5 94.2 89.8 86.7 93.0

Table 1. Results on DAVIS 2017 validation and YouTube-VOS
validation split with different training data. D: DAVIS 2017, Y:
YouTube 2019, S: static images, B: BL30K. ‡ denotes pretraining
on the combined DAVIS and YouTube-VOS data.

The results in Table 1 imply that multi-scale inference
improves the performance of ISVOS by 0.3% and 1.7% in
terms of J&F on DAVIS 2016 / 2017 validation split, and
ISVOS still outperforms existing methods.

A.2. Results with different training data

In the main experiment, we follow previous methods [2–
4,8] to first pretrain our model on static images (and BL30K
optionally) for fair comparisons. To study the effects of pre-
training on the final segmentation results, we additionally
conduct experiments to train ISVOS on DAVIS 2017 [9]
only, YouTube-VOS 2019 [12] only, and a mix of both. The
comparison with existing models are shown in Table 2. We
can see that ISVOS achieves competitive results even with-
out incorporating static images and BL30K for pretraining,
outperforming all the baseline models by a large margin.
When gradually increasing the scale of the training data,
the performance of our method can be further boosted.

Method DAVIS17 val YT2018 val
J&F J F G Js Fs Ju Fu

SST‡ [5] 82.5 79.9 85.1 81.7 81.2 - 76.0 -
CFBI+‡ [15] 82.9 80.1 85.7 82.0 81.2 86.0 76.2 84.6
JOINT‡ [7] 83.5 80.8 86.2 83.1 81.5 85.9 78.7 86.5
XMem‡ 84.5 - - 84.3 - - - -
Ours‡ 85.2 82.1 88.3 84.7 84.5 89.1 78.2 87.0

D only 77.5 75.6 79.4 - - - - -
Y only - - - 84.9 84.0 88.8 78.8 88.0
S + D + Y 87.1 83.7 90.5 86.3 85.5 90.2 80.5 88.8
S + D + B + Y 88.2 84.5 91.9 86.7 86.1 90.8 81.0 89.0

Table 2. Results on DAVIS 2017 validation and YouTube-VOS
validation split with different training data. D: DAVIS 2017, Y:
YouTube 2019, S: static images, B: BL30K. ‡ denotes pretraining
on the combined DAVIS and YouTube-VOS data (i.e., D + Y).

A.3. Results on Long video datasets

In order to further evaluate the long-term performance of
ISVOS, we additionally test our method on the Long-time
Video dataset [6], which contains three videos with more
than 7,000 frames in total for validation. Considering the
video duration is longer and the target object(s) will un-
dergo distinct appearance deformation or scale variations,
we set the maximum memory size to 64 during inference.
The comparison results are shown in Table 3.

Method Long-time Video
J&F J F

RMNet [11] 59.8 59.7 60.0
JOINT [7] 67.1 64.5 69.6
STM [8] 80.6 79.9 81.3
HMMN [10] 81.5 79.9 83.0
STCN [4] 87.3 85.4 89.2
AOT [14] 84.3 83.2 85.4
AFB-URR [6] 83.7 82.9 84.5
XMem [2] 89.8 88.0 91.6
Ours 90.0 88.3 91.7

Table 3. Results on the Long-time Video dataset [6].
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We can observe that ISVOS again achieves the best seg-
mentation results measured in different metrics. It is worth
mentioning that ISVOS beats the methods specifically de-
signed for long videos, e.g., AFB-URR [6] and XMem [2].
We believe the performance gain is resulted from taking ad-
vantage of the instance information in query frame to facil-
itate the semantic matching.

B. More Visualizations
We show the predicted segmentation masks of ISVOS on

DAVIS 2017 val, YouTube-VOS 2018 val, and Long-time
Video dataset in Figure 1, Figure 2, Figure 3, respectively.
For the short video datasets, i.e., DAVIS and YouTube-
VOS, the time interval is 5, while for the long video dataset,
i.e., Long-time Video dataset, the time interval is 1 since it
is sparsely annotated. We can see that our method could
generate accurate masks even for the objects with remark-
able appearance variations.
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Figure 1. Segmentation results on DAVIS 2017 val split.
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Figure 2. Segmentation results on YouTube-VOS 2018 val split.
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