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1. Expert Voting strategy

We provide an illustration of the expert voting strategy
shown in Figure. 1.

Figure 1. Illustration of expert voting strategy. The Report1 to
ReportM represent the reports generated by M expert tokens.
Each of the M reports is taken as the candidate report (highlighted
in red) alternatively, while the others (M − 1 reports highlighted
in green) are considered as the references for calculating the NLG
metrics(highlighted in cyan), and the resulting M − 1 metrics are
averaged as a “voting score” for the candidate report. It is noted
that the calculated metric could be any commonly used NLG met-
rics, such as BLEU 4 [3], ROUGE [2], METEOR [1], CIDEr [4],
or a combination of multiple metrics. In this paper, we compute
CIDEr as the voting score to select the optimal results.

2. Experiments

Effectiveness of the orthogonal loss. To analyze the im-
pact of orthogonal loss on report generation, we test differ-
ent weights to the orthogonal loss for training. The experi-
mental results for IU-Xray and MIMIC-CXR are shown in
Table. I and Table. II, respectively. We also adopt an overall
score to evaluate the performance of the model by consid-
ering all metrics by the following literature [5], which is

calculated by the Eqn. 1:
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where O, B4, M, R, and C denote Overall, BLEU 4,
METEOR, ROUGE, and CIDEr, respectively, and top1(·)
means the highest value of the specific metric in all mod-
els. We vary the value of λ to analyze its impact on the
model performance. The magnitudes of the two losses are
basically balanced when λ is set to 1, and we further in-
crease/decrease λ by 2 and 4 times. As seen, the overall best
performance is consistently obtained when λ is increased to
2 on both datasets.

Table I. Hyper-parameter study of λ on IU-Xray dataset.

λ BLEU 4 ROUGE METEOR CIDEr Overall
0.25 0.166 0.367 0.187 0.439 0.973
0.5 0.170 0.372 0.190 0.445 0.989
1 0.167 0.369 0.188 0.442 0.979
2 0.172 0.380 0.192 0.435 0.994
4 0.163 0.364 0.180 0.406 0.939

Table II. Hyper-parameter study of λ on MIMIC-CXR dataset.

λ BLEU 4 ROUGE METEOR CIDEr Overall
0.25 0.121 0.282 0.148 0.357 0.976
0.5 0.124 0.289 0.149 0.361 0.992
1 0.122 0.286 0.147 0.360 0.982
2 0.124 0.291 0.152 0.362 1.0
4 0.119 0.284 0.145 0.348 0.962

Metrics for expert voting. Our model demonstrates ex-
cellent performance even without expert voting, as evident
from its top rank in Table 3 of our paper for the CIDEr score
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metric. Also, Table III verifies voting with other metrics.
As seen, CIDEr score can be still improved through voting.
CIDEr was chosen as the voting metric because it places
less emphasis on common words in reports and thus better
captures disease-related information.

Table III. Expert Voting with different metrics, respectively.
Voting Metric BLEU 4 ROUGE METEOR CIDEr
CIDEr 0.124 0.291 0.152 0.362
BLEU 4 0.127 0.293 0.151 0.355
ROUGE 0.126 0.296 0.152 0.357
METEOR 0.122 0.290 0.155 0.360

Visualisation of expert tokens. We provide more ex-
amples of the visualization of expert tokens in Figure. 2.
The attention weights in these cases are obtained by
exploring the attention α̂s between the learned expert
token embeddings ẑeL and the visual token embeddings ẑvL:
α̂s = Softmax(ẑeL(ẑ

v
L)

T ). Since we use the Softmax(·)
activation function, only the most attended image regions
will be shown. As observed, each expert token attends
to a distinct and critical image region. For example, the
image region attended by expert Token 2 in Figure. 2(a)
and expert token 0 in Figure. 2(d) is known as the angle
of the rib diaphragm which can provide valuable clinic
information. e.g., when the angle of the rib diaphragm is
not sharp enough or is even obtuse, it will suggest a small
amount of pleural effusion.
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Figure 2. Attention visualization of expert tokens on the image.


