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In the supplementary, we provide the following materials:

• Experiments on real-world video in Sec. 1.

• More visual comparisons on the InterHand2.6M [2] dataset in Sec. 2.

1. Experiments on Real World Video
In this section, we present the results of real-world video. We compare our method with the SOTA method IntagHand [1].

The sampled frames are shown in Fig. 1. Our method works more stably than IntagHand in real-world scenarios.

Input IntagHand Ours Input IntagHand Ours

Figure 1. Visual comparisons on real-world video.
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2. Experiments on InterHand2.6M

In this section, we show more visual comparisons on the InterHand2.6M [2] dataset in Fig. 2. We compare our model with
SOTA parametric method InterShape [3] and SOTA non-parametric method IntagHand [1]. Our method performs better.
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Figure 2. Visual comparisons on the InterHand2.6M [2] dataset.
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