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S1. Introduction
In Sec. S2 of this supplement, we provide more details

about training the proposed signal superresolution network
(SSN).

In Sec. S3 of this supplement, we show additional ex-
perimental results using synthetic data from the test set,
measured data from the Stanford dataset [5], and higher
scale signal recovery. We also show additional comparisons
with other interpolation methods, end-to-end NLOS imag-
ing method and decreasing the exposure duration.

In Sec. S4 of this supplement, we perform the ablation
study to show the superiority of the 3-D kernel.

The complete video of the reconstructed dynamic scene
is provided in “Dynamic scene.mp4”.

S2. Training details
To train the network, we use the L2 norm as the loss

function, which can be written as

L =
∑

(dl,dh)∈S

||Φ(dl)− dh||22 (1)

in which || · ||2 denotes the L2 norm. S is the training set.
dl represents the low resolution signal which is the input of
the network, Φ is the signal superresolution network, and
Φ(dl) is the output of the network. dh represents the high
resolution signal.

For both confocal and non-confocal settings, we set the
number of 3-dimensional attention-in-attention blocks (3D-
A2B) as 16, and we use the Adam [3] optimizer as well as
cosine annealing with the initial learning rate as 1 × 10−4.
The batch size is set as 256. It takes about 80 s to run each
epoch, and 4.5 days to train the network till convergence on
4 Tesla V100.

S3. Additional results
In this section, we provide additional results to illustrate

the effectiveness of the proposed pipeline. The reconstruc-
tions are obtained with F-K [5], LCT [7], LOG-BP [4], D-

LCT [8] and SOCR [6] methods. For each instance, the
parameters are fixed in each algorithm.

S3.1. Results of synthetic data

The proposed pipeline is tested with the instance of the
shoe in the test set under the confocal scenario. As shown in
Fig. S1b, the SNR of the signal recovered by the proposed
network is almost three times higher than the one recovered
by nearest neighbor interpolation. Besides, the first arrival
time is correctly recovered by the proposed method, while
the nearest neighbor method fails at some virtual sources. In
addition, state-of-the-art methods can provide high quality
reconstructions with the signal recovered by the proposed
network. The PSNR and SSIM values of the reconstructed
targets obtained with the proposed pipeline are very close
to those obtained with the original signal.

S3.2. Results of measured confocal data

In this subsection, we show additional results of the
statue from the Stanford dataset. The exposure time for
each virtual source is 0.0023 s, 0.0137 s, and 0.0412 s re-
spectively.

For the shortest exposure time, the SNR of the recov-
ered signals of both the nearest neighbor method and SSN
are low. However, as shown in Fig. S2b, the signal recov-
ered by SSN is much more similar to the original measure-
ment. This is also illustrated by the reconstruction results
shown in Fig. S2c. When the exposure time for each point
increases to 0.0137 s (Fig. S3), both methods yield better
results. However, the background noise is much higher in
the signal recovered by the nearest neighbor method, and
the corresponding reconstructions contain more artifacts.
For the longest exposure time, the nearest neighbor method
still fails to recover the first arrival time at most virtual
sources(Fig. S4b).

As illustrated in these three comparisons, the proposed
method outperforms the conventional interpolation method
in all cases and is more robust to the measurement noise.
Furthermore, as shown in the main paper, the proposed
pipeline can provide high resolution reconstructions when
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Figure S1. Recovered signals and reconstruction results of the
shoe contained in the test set. (a) Ground truth of the hidden
object. (b) A comparison of the recovered signals. The first ar-
rival time of the original signal is marked by the blue curve in the
zoom-in window of each sub-figure. (c) Reconstruction results of
state-of-the-art methods with different signals.
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Figure S2. Recovered signals and reconstruction results of the
statue. The exposure time of each virtual source is 0.0023 s. (a)
Ground truth of the hidden object. (b) A comparison of recov-
ered signals. The first arrival time of the original signal is marked
by the blue curve in the zoom-in window of each sub-figure. (c)
Reconstruction results of state-of-the-art methods with different
signals.
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Figure S3. Recovered signals and reconstruction results of the
statue. The xposure time of each virtual source is 0.0137 s. (a)
Ground truth of the hidden object. (b) A comparison of recov-
ered signals. The first arrival time of the original signal is marked
by the blue curve in the zoom-in window of each sub-figure. (c)
Reconstruction results of state-of-the-art methods with different
signals.
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Figure S4. Recovered signals and reconstruction results of the
statue. The exposure time of each virtual source is 0.0412 s. (a)
Ground truth of the hidden object. (b) A comparison of recov-
ered signals. The first arrival time of the original signal is marked
by the blue curve in the zoom-in window of each sub-figure. (c)
Reconstruction results of state-of-the-art methods with different
signals.



the exposure time is only 0.0069 s at each virtual source.

S3.3. Higher scale singal recovery with the signal
superresolution network

In this subsection, we briefly introduce the ×8 scale re-
covery, using the SSN trained for ×4 scale recovery. Since
the network learns a local recovery operator, we can achieve
a higher scale recovery by reusing the SSN several times
and combining the results.

The process of ×8 scale recovery involves four steps.
The first step is to increase the spatial resolution of the input
signal from 8 × 8 to 32 × 32. The spacing between adja-
cent virtual sources of the recovered signal is small enough,
which fulfills the assumption introduced in the manuscript.
In the second step, three additional 8 × 8 signals are ob-
tained using nearest neighbor interpolation. As shown in
Fig. S5a, the interpolation is done in the adjacent row (R),
column (C), and diagonal (D) directions of the blue circle
points, respectively. All virtual sources of these signals are
not included in the signal from the first step. The third step
involves using SSN three times to recover three 32 × 32
sub-signals. Finally, in the fourth step, the four 32 × 32
sub-signals are positioned appropriately to create a signal
with 64 × 64 virtual sources.

Reconstruction results are shown in Fig. S5b. The first
column shows the reconstruction obtained with the origi-
nal signal. The second column shows the reconstruction
obtained from the low resolution signal. The third column
shows the reconstruction obtained with the signal interpo-
lated by the nearest neighbor interpolation method, which
contains many artifacts. In the fourth column, the signal
is first recovered by SSN and then is interpolated by the
nearest neighbor interpolation method. The last column
shows the reconstruction obtained with the method intro-
duced above. Compared to the fourth column, the back-
ground of the result provided by the proposed method con-
tains less noise.

S3.4. Comparison with other interpolation methods

The comparison of the proposed framework with other
interpolation methods is shown in Fig. S6. All results are re-
constructed by the F-K method. The exposure time of each
virtual source is 0.0412 s. As shown in the figure, differ-
ent interpolation methods lead to different continuity of the
results. The nearest neighbor interpolation technique pro-
vides discontinuous results, the trilinear and cubic interpo-
lations result in C0 and C1 continuity. However, due to the
delta function contained in the forward model, the transient
images with complete spatial measurements are not contin-
uous. Thus, the nearest neighbor interpolation method is
used for comparisons in the manuscript. Furthermore, the
proposed framework outperforms all conventional interpo-
lation methods.

(a) Interpolated virtual sources

(b) Reconstruction results

Figure S5. Illustration of interpolated virtual sources and recon-
structions of higher scale signal recovery. The exposure time of
each virtual source is 0.0069 s. (a) The blue circle points represent
the virtual sources where the low resolution signal is measured; the
yellow square points represent the virtual sources where the signal
is recovered by the proposed pipeline. In the second step, three
additional signals are interpolated with adjacent row (R), column
(C), and diagonal (D). (b) Reconstruction results of different sig-
nals. All reconstructions are obtained with the F-K method. The
number of virtual sources is shown below each subfigure.

Figure S6. Comparison with other interpolation methods. The ex-
posure time of each virtual source is 0.0412 s. All reconstructions
are obtained with the F-K method.

S3.5. Comparison with end-to-end NLOS imaging
method

We also compare the proposed method with existing end-
to-end NLOS imaging method. Among many methods, we
choose the ”Learned Feature Embeddings” (LFE) method
[2] to compare with the proposed method. The comparisons
are shown in Fig. S7.

The first column shows the results reconstructed from the
signal with spatial resolution as 32 × 32. In the second col-
umn, the results are obtained using the pretrained weight of
LFE which is publicly available. The low resolution signal
is first interpolated to 256×256 with the nearest neighbor
interpolation and then processed by the LFE method.

The gap in the spatial resolution is so large that the recon-



Figure S7. Comparisons with end-to-end NLOS imaging method. The first row shows the results of synthetic data, the second row shows
the results of measured data (The exposure time of each virtual source is 0.0412 s).

structions are full of artifacts. Thus, we retrain the network
with the same dataset used for training SSN. Through train-
ing, the low resolution signal is first interpolated to 32× 32
and then processed by the LFE method. The parameters are
the same as those provided in the supplement of [2].

Reconstruction results of the retrained network are
shown in the third and fourth columns. Although the net-
work performs better after retraining, it can only provide an
approximate depth estimation of the statue but fails to re-
construct the albedo. The reconstruction results of the pro-
posed framework are shown in the fifth column, which has
much sharper boundaries. According to the comparison, the
generalization ability of the proposed method is much bet-
ter.

S3.6. Comparison with decreasing the exposure du-
ration

There are two direct approaches to reduce the total ex-
posure time in NLOS imaging under the confocal setting:
decreasing the exposure duration of each virtual source or
decreasing the number of virtual sources. In this subsec-
tion, we compare the reconstruction results of these two ap-
proaches while keeping the total exposure time the same.
The comparisons are shown in Fig. S8. All the results are
reconstructed by the F-K method.

We first compare these two methods with synthetic data.
To simulate the measurement, we add Poisson noise to the
signal. The letter T is placed 1 m away from the visible wall,
and the illumination region on the visible wall is 2 × 2 m2.
A refrence signal with 32 × 32 virtual sources is generated.
For the first method, pulse number of each virtual source

is reduced to 1
16 of the refrence’s. For the second method,

the signal is subsampled from the reference and processed
by the proposed pipeline. As shown in the first row, the
proposed framework provides a sharper reconstruction.

These two methods are then tested on measured data.
From the Stanford dataset, we choose the same instance
with different exposure time to compare these two meth-
ods. For the instance of the statue, the shortest exposure
time of each virtual source is 0.0023 s, which is 1

18 of the
longest one, 0.0412 s. Thus, to keep the total exposure time
close enough, we subsample a signal with 34 × 34 virtual
sources from the shortest one, and subsample a signal with
8 × 8 virtual sources from the longest one. The total ex-
posure time of these two signals are 2.6588 s and 2.6368 s
respectively. As shown in the second row, the contrast of the
reconstruction obtained with the proposed pipeline is much
higher.

S4. Ablation study
In this section, an ablation study is performed to show

the effectiveness of the proposed framework. Since SSN
is generalized from A2N [1], we only compare A2N (base-
line) with SSN to show the superiority of the employed 3-D
kernel. We refer interested readers to A2N for more details.

To make a fair comparison, we train the baseline model
with the same training set as SSN, except the inputs are 2-
D images. After training, these two networks are tested on
the statue instance from the Stanford dataset. The recovered
signals are shown in Fig. S9a. Although the baseline model
can recover a signal with high SNR, the first arrival time of
most virtual sources and signal values are incorrect, which



Figure S8. Comparisons with decreasing the exposure duration.
The first row shows the reconstruction results of synthetic data, the
second row shows the results of measured data from the Stanford
dataset. The first column shows the reconstructions obtained from
the original measurement. The second column shows the recon-
structions obtained from the signal which has a shorter exposure
time at each virtual source. The signals used in the third column
are measured at 8 × 8 virtual sources. The reconstructions are ob-
tained with the proposed pipeline. The total exposure times of the
second and third columns are the same or close enough.

leads to poor reconstructions. As shown in Fig. S9b, the
reconstructed object of the baseline model is much blurrier
than the proposed framework.

(a) Recovered signals

(b) Reconstruction results

Figure S9. Recovered signals and reconstruction results for base-
line and SSN. The exposure time of each virtual source is 0.0412
s. All results are reconstructed by the F-K method.
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