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Figure A. We show the generated results of the model trained from scratch, where we update all model parameters including the mapping
networks, generator, and discriminators. We observe that the model easily collapses during the training.
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Figure B. We show the multi-view results of generated objects via neural rendering. Our method produces multi-view consistent results
related to the input texts.

1. Comparison of different training strategies

In Fig. A, we show the results of training the entire
model from scratch with both the CLIP loss and the GAN
loss. We observe that the model is easy to collapse when
we update the whole network parameters. More loss func-
tions involved during the training phase makes it harder to
converge for the generator and discriminators, resulting in
coarse and incomplete generation outputs. While updating
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the mapping network only retains the pretrained network
capability, which is learned during the unconditional train-
ing.

2. Details of the mapping networks

We follow [1,3] to implement the text-conditioned map-
ping networks, in which we take the random vectors z ∈
R512 and CLIP text features Et(t) ∈ R512 as input. We
first adopt 2-layer MLPs ft to map Et(t) to another space
so that we can concatenate Et(t) with the random vectors z.
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Figure C. We show the multi-view visualizations of the generated textured meshes, given the input texts. We also present the top views and
bottom views of the generated meshes. These mesh results are visualized with ChimeraX [2].

Then we produce latent codes w ∈ R512 from the concate-
nation of ⟨ft(Et(t)), z⟩ by 8-layers MLPs fmap, which can
be denoted as w = fmap(z, ft(Et(t))). Please note each
layer of the MLPs is a fully-connected layer having 512
hidden dimensions and a leaky-ReLU activation. We use
the same architecture for the geometry and texture mapping
networks.

3. More qualitative results
Multi-view consistency. In Fig. B, we show that our

proposed method generates multi-view consistent images
from neural rendering with respect to the input text prompts.
In Fig. C, we visualize the generated textured meshes in dif-
ferent views. The multi-view visualizations illustrate that
our model can generate 3D shapes that are consistent with
the input texts on each side of the objects.

Interpolation Results. We produce interpolation results
between two input texts in Fig. D. In each row, we use
the same sampled random noise z with different input texts
to generate the source and target latent codes w1 and w2.
Then, we produce the interpolation results between w1 and
w2. We show that our learned mapping networks generate
smooth and meaningful latent codes from the text input to
guide the shape generation.
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Figure D. We show the interpolation results between two text inputs. Note that each row shares the same sampled random noise. For each
⟨source, target⟩ pair, we use the same sampled random noise vector z, and their corresponding CLIP text features to generate the latent
codes w. Then, the interpolation is performed between the source and target latent codes ⟨w1,w2⟩. The interpolated latent codes are fed
into the generator to synthesize the results.
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