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A. Overview

In the supplementary material, we first explain the details of our DESCRIBE3D dataset in Section B, including all the annotated attributes and all descriptive options. Then more implementation details and details about the evaluation metrics are explained in Section C and Section D. Finally, more results regarding qualitative revaluation and comparison experiments are presented in Section E.

B. Dataset

B.1. 3D Models.

The 3D models in our DESCRIBE3D dataset are collected from HeadSpace [4] and FaceScape [10]. The collected model contains a 3D triangle mesh and a UV texture map, and is transformed into the topologically uniform models with Procrustes analysis [7] and non-rigid iterative closest point (NICP) algorithm [2]. The processed topologically uniform mesh model consists of 26369 vertices and 52536 triangle faces, attached with a UV texture map at a resolution of 1024 × 1024. The UV texture map is downsampled into 512 × 512 resolution to train the texture generation network.

B.2. Descriptive Texts

We established a questionnaire containing 25 single-choice questions and one short-answer question, and request a professional labeling institute to complete the labeling task with this questionnaire. The high-quality rendered images of the faces in the front view and side view are shown to the annotators. As shown in Figure 1, each question is about a facial attribute (left column), and each choice represents a description of this attribute (right column). Illustrations about these descriptions are inserted to help annotators understand the meaning of these descriptions. The short-answer question is “Please observe the main view and side view of the face picture, describe the facial features of the face of each group of pictures in detail, as far as possible through your description, you can reproduce all the details of the face, and your facial feature description can distinguish the face and other faces.”.

For the convenience of the annotation, we visualize the models as shown in Figure 2. We first collect the 3D face models from FaceScape and HeadSpace datasets, normalize the scale and position, then render the models at the front and side views. The mean face and the extracted facial landmarks are visualized for judgment. The annotators are required to complete a questionnaire containing 25 multiple-choice questions and a free description according to the rendered images. The secondary labeling and sampling inspection are conducted to ensure the accuracy of the labeling.

B.3. Text Composer

According to the annotated attributes, we use pre-defined sentence patterns to generate text descriptions for each 3D face model. It is worth noting that we use the composed texts but not the answer texts of the short-answer question to train and test our model because the answer texts are not comprehensive enough.

The composed descriptive texts contain 7 sentences to describe eyebrows, eyes, nose, mouth, face shape, race, gender and age, and beard respectively. We pre-defined two sentence patterns. Taking eyes as an example, we use “His eyes are ...” or “He has ... eyes” to form our sentences. The order and the number of sentences can be adjusted to augment the texts for training, which will be detailed in Section C.1.

C. Implement Details

C.1. Training of Text Parser

To train the text parser, we generate an augmented dataset containing an input text and corresponding descriptive code. Since the input text can be generated from the descriptive code as explained in Section B, we first generate 1,000,000 random and non-redundant descriptive codes by combining random 24 attributes (ears are not included), then generate corresponding descriptive sentences. Each
sentence contains 1 or more attributes of a specific region, such as "His face is fat" (1 attribute) and "His face is fat and round" (2 attributes). In each training iteration for a certain region, we randomly select 2 – 7 sentences from the composed sentences to generate a training tuple, and the order of the sentences is shuffled.

C.2. Region-Specific Triplet Loss

We propose Region-Specific Triplet Loss (RST Loss) to train our shape generator, which is formulated as:

\[ L_{RST} = \max(\|\hat{v}_i - v_i\|_1 - \|\hat{v}_i - v_i^*\|_1 + m_i, 0) \cdot \lambda_i, \]  

where \(\hat{v}_i\) is the predicted vertices of \(i\)-th region, \(v_i\) is the corresponding ground-truth, and \(v_i^*\) is its counter example. \(m_i\) and \(\lambda_i\) represent corresponding region margin and weight respectively.

Concretely, we choose four regions and randomly select one region for training in each iteration. We pre-establish a mapping list between positive and negative samples, for example, "big and high nose" is the negative sample for "small and low nose", and "fat and round face" is the negative sample for "long and thin face". In the training phase, we randomly select a sample as the positive example, then select the corresponding negative example according to the mapping list and train the model with the RST loss. In all our experiments, \(r\) is set to the average value of the RST loss between all positive and negative examples, and the threshold \(m_k\) is equal to \(r\). The weight \(\lambda_i\) is set to eliminate the influence of different scales in different regions.

C.3. Post-process

We use MetaHuman Creator [1] to automatically register the generated 3D face into a riggable model, then manually add hair and skin texture. The 3D shape of the generated model and the post-processed model is highly consistent (mean error distance < 0.3mm). MetaHuman Creator cannot fit hair and skin textures, so hair and skin textures are manually assigned from the assets library, and we think this is the reason for visual inconsistencies between before and after the post-processed. The post-processed 3D faces can be directly used in rigging and animation pipelines.

D. Evaluation Metric

We use three metrics for quantitative evaluation: Chamfer Distance (CD), Complete Rate (CR), and Relative Face Recognition Rate (RFRR). We will explain how they are calculated below.

- **Chamfer Distance (CD)**: CD measures the overall error distance. Given the processed predicted mesh \(M_p\) and the ground-truth mesh \(M_g\), chamfer distance is formulated as:

\[
CD(M_p, M_g) = \frac{1}{N_p} \sum_{x \in M_p} \sum_{y \in M_g} \min \|x - y\|_2 + \frac{1}{N_g} \sum_{y \in M_g} \sum_{x \in M_p} \min \|x - y\|_2,
\]  

where \(N_p, N_g\) are the numbers of the vertices of the predicted mesh and the ground-truth mesh respectively.

Since Latent3D [3] only reconstructs the front face, we extract the front face from our predicted mesh and then calculate the CD.
• **Complete Rate (CR):** CR measures the integrity of the reconstruction results, which is formulated as:

$$\eta = \frac{P_1}{P_0},$$

where $P_1$ is the number of points with a CD value less than 10mm and $P_0$ is the number of all points.

• **Relative Face Recognition Rate (RFRR):** Since there is no general standard for measuring 3D face texture, we choose to use the Relative Face Recognition Rate (RFRR) similar to that in Anyface [8]. We render the predicted mesh and ground-truth mesh with the same camera parameters and use ArcFace [5] to extract features that represent facial identities. Then we calculate the cosine similarity and use it to measure the similarity between the ground-truth face and the predicted face.

We align the predicted 3D model to the ground-truth model before the computations of metrics. Specifically, we scale the predicted model to match the scale of the ground-truth model to have a consistent interpupillary distance. Then, Iterative Closest Point (ICP) algorithm is applied to align the predicted mesh to the ground-truth mesh.

**E. More Results**

**E.1. More Visual Results and Comparisons**

We show more qualitative results in Figure 3, which is the extension of Figure 6 in the main paper. We also show more comparison results in Figure 4 and Figure 5, corresponding to Figure 7 and Figure 8 in the main paper.

**E.2. Diverse Results**

We add an extra noise vector in the shape generation network. This design is based on the fact that a given descriptive text can correspond to many diverse 3D faces. Therefore, we add a noise vector as input to increase the diversity of the generation, and the effectiveness is verified in Fig 6. As we model the shape generation with the 3DMM regressing problem, the adversarial loss is not involved since it is not suitable for a parameter-regressing network.
E.3. Failure Cases

We found that our approach produced some failures, which can be categorized into two categories:

Casual descriptive texts. As shown in the first row of Figure 7, our model may fail with casual descriptive texts, which contains complex sentence patterns like “pointed nose embedded in…”, and figurative description like “big watery eyes”. In this case, it is obvious that the result 3D face doesn’t match the input description of “round face”. We think the main reason is that our model is trained with relatively simple sentence patterns, and there is still room to improve the generalization of the text parser.

Special appearance. The shape and appearance of our results are strictly constrained in the $S$ and $T$ spaces that are built upon the training set, therefore, the abstract synthesis stage cannot generate a face with a non-human appearance. As shown in the second row of Figure 7, given “joker” as prompt, the abstract synthesis can generate a wide mouth which is a typical feature of the jokers in the films. However, the other features like the red nose and exaggerated clown makeup can not be generated, since these features are not covered in our $S$ and $T$ space.
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