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A. Overview

In the supplementary material, we first explain the details
of our DESCRIBE3D dataset in Section B, including all the
annotated attributes and all descriptive options. Then more
implementation details and details about the evaluation met-
rics are explained in Section C and Section D. Finally, more
results regarding qualitative revaluation and comparison ex-
periments are presented in Section E.

B. Dataset
B.1. 3D Models.

The 3D models in our DESCRIBE3D dataset are col-
lected from HeadSpace [4] and FaceScape [10]. The col-
lected model contains a 3D triangle mesh and a UV tex-
ture map, and is transformed into the topologically uniform
models with Procrustes analysis [7] and non-rigid iterative
closest point (NICP) algorithm [2]. The processed topolog-
ically uniform mesh model consists of 26369 vertices and
52536 triangle faces, attached with a UV texture map at a
resolution of 1024 x 1024. The UV texture map is down-
sampled into 512 x 512 resolution to train the texture gen-
eration network.

B.2. Descriptive Texts

We established a questionnaire containing 25 single-
choice questions and one short-answer question, and re-
quest a professional labeling institute to complete the la-
beling task with this questionnaire. The high-quality ren-
dered images of the faces in the front view and side view are
shown to the annotators. As shown in Figure 1, each ques-
tion is about a facial attribute (left column), and each choice
represents a description of this attribute (right column). II-
lustrations about these descriptions are inserted to help an-
notators understand the meaning of these descriptions. The
short-answer question is “Please observe the main view and
side view of the face picture, describe the facial features of
the face of each group of pictures in detail, as far as pos-
sible through your description, you can reproduce all the

details of the face, and your facial feature description can
distinguish the face and other faces.”.

For the convenience of the annotation, we visualize the
models as shown in Figure 2. We first collect the 3D face
models from FaceScape and HeadSpace datasets, normal-
ize the scale and position, then render the models at the
front and side views. The mean face and the extracted
facial landmarks are visualized for judgment.The annota-
tors are required to complete a questionnaire containing 25
multiple-choice questions and a free description according
to the rendered images. The secondary labeling and sam-
pling inspection are conducted to ensure the accuracy of the
labeling.

B.3. Text Composer

According to the annotated attributes, we use pre-defined
sentence patterns to generate text descriptions for each 3D
face model. It is worth noting that we use the composed
texts but not the answer texts of the short-answer question
to train and test our model because the answer texts are not
comprehensive enough.

The composed descriptive texts contain 7 sentences to
describe eyebrows, eyes, nose, mouth, face shape, race,
gender and age, and beard respectively. We pre-defined two
sentence patterns. Taking eyes as an example, we use “His
eyes are ...” or "He has ... eyes” to form our sentences. The
order and the number of sentences can be adjusted to aug-
ment the texts for training, which will be detailed in Sec-
tion C.1.

C. Implement Details
C.1. Training of Text Parser

To train the text parser, we generate an augmented
dataset containing an input text and corresponding descrip-
tive code. Since the input text can be generated from the
descriptive code as explained in Section B, we first gener-
ate 1,000, 000 random and non-redundant descriptive codes
by combining random 24 attributes (ears are not included),
then generate corresponding descriptive sentences. Each



Attributes Description Choices
eyes size: big / small / medium-sized
eyes shape: almond / round / upturned /
downturned / squinted / triangle /
slender / suken
eyes distance: wide / narrow / medium width
eyelid: single / double
nose size: big / small / medium-sized
nose width: wide / narrow / medium width
nose height: high / low / medium height
nasal shape: upturned / downward-turned / straight
Shape
mouth width: wide / narrow / medium width
lip thickness: thick / thick upper / thick lower /
thin / medium thickness
lip shape: round / bow-shaped / heart-shaped /
downward-turned
face shape: oval / square / round / diamond /
heart-shaped / long
face width: fat / thin / medium
ear shape: square / pointed / narrow /
sticking out / round /
attached lobe / broad
Face eyebrow shape: round / hard angled / flat
Attributes soft angled / S-shaped / exotic
eyebrow color: black / brown / gray
eyebrow density: dense / sparse / medium
pupil color: black / brown / blue / amber /
Texture green / gray
beard: yes / no

beard density: dense / sparse / medium

beard color: black / gray

beard shape: mustache / stubble / whisker /
beard / other

race: Asian / westerner / black people

General gender: male / female

age: child / young / middle-aged / old

Figure 1. Attributes and descriptive choices in our annotation
questionnaire.
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Figure 2. Example of the visualization.

sentence contains 1 or more attributes of a specific region,
such as ”His face is fat” (1 attribute) and “’His face is fat and
round” (2 attributes). In each training iteration for a certain
region, we randomly select 2 — 7 sentences from the com-
posed sentences to generate a training tuple, and the order
of the sentences is shuffled.

C.2. Region-Specific Triplet Loss

We propose Region-Specific Triplet Loss (RST Loss) to
train our shape generator, which is formulated as:
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where v; is the predicted vertices of ¢-th region, v; is the cor-
responding ground-truth, and v is its counter example. m;
and )\; represent corresponding region margin and weight
respectively.

Concretely, we choose four regions and randomly select
one region for training in each iteration. We pre-establish a
mapping list between positive and negative samples, for ex-
ample, ”big and high nose” is the negative sample for ”small
and low nose”, and “’fat and round face” is the negative sam-
ple for ”long and thin face”. In the training phase, we ran-
domly select a sample as the positive example, then select
the corresponding negative example according to the map-
ping list and train the model with the RST loss. In all our
experiments, r is set to the average value of the RST loss
between all positive and negative examples, and the thresh-
old m; is equal to . The weight )\; is set to eliminate the
influence of different scales in different regions.

C.3. Post-process

We use MetaHuman Creator [ 1] to automatically register
the generated 3D face into a riggable model, then manually
add hair and skin texture. The 3D shape of the generated
model and the post-processed model is highly consistent
(mean error distance < 0.3mm). MetaHuman Creator can-
not fit hair and skin textures, so hair and skin textures are
manually assigned from the assets library, and we think this
is the reason for visual inconsistencies between before and
after the post-processed. The post-processed 3D faces can
be directly used in rigging and animation pipelines.

D. Evaluation Metric

We use three metrics for quantitative evaluation: Cham-
fer Distance (CD), Complete Rate (CR), and Relative Face
Recognition Rate (RFRR). We will explain how they are
calculated below.

e Chamfer Distance(CD): CD measures the overall error
distance. Given the processed predicted mesh M, and the
ground-truth mesh M, chamfer distance is formulated as:
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where N,,, N, are the numbers of the vertices of the pre-
dicted mesh and the ground-truth mesh respectively. Since
Latent3D [3] only reconstructs the front face, we extract the
front face from our predicted mesh and then calculate the
CD.



“This young man is a westerner.
His face is diamond and thin. He
has a narrow nose with a high
nose bridge. His eyes are big and
round. He has a dense and black
moustache. He has dense and
round eyebrows. He looks like
Chaplin."

"This young man is a westerner. His
face is long and thin. He has big and
round eyes. His nose is big with a
high nose bridge. He has medium
width mouth. He has no beard. He
ate too much unhealthy food. "

"This young man is a westerner.
His face is oval and medium. He
has big and round eyes. His nose
is medium-sized with a high nose
bridge. He has no beard. He is a
grandfather."

"This young man is Asian. His face
is fat and round. He has medium-
sized and slender eyes. His nose is
small with a low nose bridge. He
has a narrow mouth with round
lips. He has no beard. He looks like
Kim Jong-un"

“This middle-aged man is a
westerner. His face is long and
medium. He has small and slender
eyes. His nose is big with a high
nose bridge. He has a wide mouth,
He looks like Schwarzenegger.”
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Figure 3. More qualitative results.

e Complete Rate(CR): CR measures the integrity of the
reconstruction results, which is formulated as:

=B 3)
where P; is the number of points with a CD value less than
10mm and P, is the number of all points.

o Relative Face Recognition Rate(RFRR): Since there
is no general standard for measuring 3D face texture, we
choose to use the Relative Face Recognition Rate(RFRR)
similar to that in Anyface [8]. We render the predicted mesh
and ground-truth mesh with the same camera parameters
and use ArcFace [5] to extract features that represent facial
identities. Then we calculate the cosine similarity and use it
to measure the similarity between the ground-truth face and
the predicted face.

We align the predicted 3D model to the ground-truth
model before the computations of metrics. Specifically, we
scale the predicted model to match the scale of the ground-
truth model to have a consistent interpupillary distance.
Then, Iterative Closest Point (ICP) algorithm is applied to
align the predicted mesh to the ground-truth mesh.

E. More Results

E.1. More Visual Results and Comparisons

We show more qualitative results in Figure 3, which is
the extension of Figure 6 in the main paper. We also show
more comparison results in Figure 4 and Figure 5, corre-
sponding to Figure 7 and Figure 8 in the main paper.

"This old man is Asian. He has
small and squinted eyes. He has
a medium-sized, wide and
upturned nose with a low nose
bridge. He has a gray beard. His

face is oval and medium”

This young woman is a
westerner. She has big and
round eyes. Her face is
diamond and thin. She has
dense and round eyebrows.

"This middle-aged man is a
westerner. He has medium-
sized and sunken eyes. He has
a big, wide and upturned nose
with a high nose bridge. His
face is long and thin."

"This middle-aged woman is
Asian. She has medium-sized
and almond eyes. Her face is
oval and medium. Her nose is
wide with a low nose bridge.
She has a wide mouth."
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Figure 4. More comparisons to TediGAN [9]+DECA [6].

E.2. Diverse Results

We add an extra noise vector in the shape generation net-
work. This design is based on the fact that a given descrip-
tive text can correspond to many diverse 3D faces. There-
fore, we add a noise vector as input to increase the diversity
of the generation, and the effectiveness is verified in Fig 6.
As we model the shape generation with the 3DMM regress-
ing problem, the adversarial loss is not involved since it is
not suitable for a parameter-regressing network.



“big nose with
high nose bridge”

“dense and black
mustache"

“fat and round face"

“oval and thin face"
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Figure 5. More comparisons to Latent3d.
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Figure 6. Diverse results generated from different noise.
E.3. Failure Cases

We found that our approach produced some failures,
which can be categorized into two categories:
Casual descriptive texts. As shown in the first row of
Figure 7, our model may fail with casual descriptive texts,
which contains complex sentence patterns like “pointed
nose embedded in ...”, and figurative description like “big
watery eyes”. In this case, it is obvious that the result 3D
face doesn’t match the input description of “round face”.
We think the main reason is that our model is trained with
relatively simple sentence patterns, and there is still room to
improve the generalization of the text parser.
Special appearance. The shape and appearance of our re-
sults are strictly constrained in the S and 7" spaces that are
built upon the training set, therefore, the abstract synthesis
stage cannot generate a face with a non-human appearance.
As shown in the second row of Figure 7, given “joker” as
prompt, the abstract synthesis can generate a wide mouth
which is a typical feature of the jokers in the films. How-
ever, the other features like the red nose and exaggerated
clown makeup can not be generated, since these features
are not covered in our S and 1" space.
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