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1. More Experimental Results
In this section, we provide more detailed experimen-

tal results and analysis to investigate on which categories
our STMixer shows more significant performance improve-
ments, and on which categories the long-term classifier has
a greater impact.

1.1. AP on Each Action Class Comparison

We provide detailed comparisons of the performance of
STMixer and former state-of-the-art TubeR [10] on each ac-
tion class of AVA v2.2 [4] in Figure 1. For a fair compar-
ison, both STMixer and TubeR models use the CSN-152
backbone [8] and do not use long-term features. Out of all
60 classes, our method achieves higher AP on 47 classes,
which makes the overall detection mAP of our STMixer
higher by 1.7 than TubeR. We observe significant perfor-
mance gaps on some interaction-related classes, such as in-
teractions with objects (drive (e.g. a car, a truck) +12.9,
shoot +12.0), and interactions with other people (sing to
(e.g. self, a person, a group) +9.9, take (an object) from
(a person) +3.8), which indicates our STMixer is more ca-
pable of modeling the relationship between the action per-
former and the surrounding objects and people.

1.2. Impact of Long-term Classifier

We provide the performance of STMixer with a short-
term classifier or a long-term classifier on each action class
of AVA v2.2 in Figure 2 to show the benefit of the long-
term classifier. When using a long-term classifier, STMixer
achieves better performance on the vast majority of action
classes than using a short-term classifier, which demon-
strates the importance of long-term information for ac-
tion instance recognition. The experimental results also
demonstrate that the action queries in our STMixer contain
rich spatiotemporal information, and our design of long-
term query bank and long-term query operation is effec-
tive. For action instances of some classes, the action per-
former sometimes interacts with objects or people appear-

*: Equal contribution. �: Corresponding author.

ing in other temporal segments. For example, for an ac-
tion instance of “sing to (e.g. self, a person, a group)”, the
singer and the listener are often in the different temporal
segments of the video. We observe remarkable improve-
ments on these classes (sing to (e.g. self, a person, a group)
+5.0). STMixer with a long-term classifier can attend ac-
tion queries to the long-term query bank for information of
the listener. The long-term query bank and sampled fea-
tures of the current video clip are complementary to each
other and are both important for action detection [9]. This
paper mainly focuses on the exploration of adaptive feature
sampling from the feature space of the current video clip
and adaptively feature mixing to enhance the representa-
tions, yet our simple design of long-term query back also
yields good performance.

1.3. Inference Speed Comparison

Method Extra Dect. Input Backbone GFLOPs mAP FPSv2.1 v2.2
SlowFast [3] ✓ 32× 2 SF-R101-NL 365 28.2 29.0 5.8
WOO [2] ✗ 32× 2 SF-R101-NL 252 28.0 28.3 6.9
TubeR [10] ✗ 32× 2 CSN-152 120 29.7 31.1 12.3
STMixer ✗ 32× 2 SF-R101-NL 135 29.8 30.1 11.6
STMixer ✗ 32× 2 CSN-152 126 31.7 32.8 11.9

Table 1. Inference speed comparison on AVA dataset. ✓of col-
umn “Extra Dect.” denotes an extra human detector Faster RCNN-
R101-FPN [6] is used. For a fair comparison, the resolution of
input frames is set to 256×256 for all models, and all models are
tested on a GeForce RTX 3090 GPU.

We compare the inference speed of our STMixer with
former state-of-the-art methods in Table 1. Methods like
AIA [7] and ACARN [5] follow the typical two-stage
framework proposed by SlowFast [3] but use a more com-
plicated classification head for context modeling, so their
complexity is higher than SlowFast. As AIA and ACARN
do not report their complexity in their paper and these data
are not available for us, we consider SlowFast as a lower
bound of complexity for these methods here. For a fair
comparison, long-term features are not used in all meth-
ods. As shown in Table 1, because an extra human detection

1



bo
w (a

t th
e w

ais
t)
kn

ee
l
da

nce

fal
l d

ow
n
ge

t u
p

lea
p
sle

ep

mart
ial 

art jog sit
sta

nd
sw

imwalk

an
sw

er 
ph

on
e

ho
ld 

(an
 ob

jec
t)

clim
b (

e.g
., a

 m
ou

nta
in)

clo
se 

(e.
g.,

 a 
do

or,
 a 

bo
x) cut

pu
t o

n c
lot

hin
g
dri

nk

dri
ve

 (e
.g.

, a
 ca

r, a
 tru

ck) ea
t
en

ter

hit
 (a

n o
bje

ct)

pic
k u

p

list
en

 (e
.g.

, to
 m

usi
c)

op
en

 (e
.g.

, a
 wind

ow
, a

 ca
r d

oo
r)

pla
y m

usi
cal

 in
str

um
en

t

po
int

 to
 (a

n o
bje

ct)

pu
ll (

an
 ob

jec
t)

pu
sh 

(an
 ob

jec
t)

pu
t d

ow
n
rea

d

rid
e (

e.g
., a

 bi
ke,

 a 
car

, a
 ho

rse
)

sai
l b

oa
t
sho

ot
sm

oke

tak
e a

 ph
oto

loo
k a

t a
 ce

llph
on

e
thr

ow

tou
ch 

(an
 ob

jec
t)

tur
n (

e.g
., a

 sc
rew

dri
ve

r)

watc
h (

e.g
., T

V)

work
 on

 a 
com

pu
terwrite

hit
 (a

 pe
rso

n)

ser
ve

 (a
n o

bje
ct)

 to
 (a

 pe
rso

n)

gra
b (

a p
ers

on
)

ha
nd

 cla
p

ha
nd

 sh
ake

ha
nd

 wav
e

hu
g (

a p
ers

on
)

kis
s (

a p
ers

on
)

lift
 (a

 pe
rso

n)

list
en

 to
 (a

 pe
rso

n)

pu
sh 

(an
oth

er 
pe

rso
n)

sin
g t

o (
e.g

., s
elf

, a
 pe

rso
n, 

a g
rou

p)

tak
e (

an
 ob

jec
t) f

rom
 (a

 pe
rso

n)

tal
k t

o (
e.g

., s
elf

, a
 pe

rso
n, 

a g
rou

p)

watc
h (

a p
ers

on
)

0

20

40

60

80
AP

 (%
)

STMixer (32.8 mAP) TubeR (31.1 mAP)

-2.6

+4.2

+3.9

+4.4

+9.3

+10.2

-5.6
+4.2

+6.1

-0.9 -0.9

+3.6

+0.3+2.6

+2.8

+3.9

+4.2
-14.2

+3.9

+3.4

+12.9

+2.8

+4.7-2.3

+0.3+1.0

+4.4

-4.0

+1.0+0.7
+4.5

+0.5

+4.0

-1.2

+4.4+12.0
+2.0

+2.6
+2.1

-0.8

+7.3

-0.7

-3.5 -16.0

+3.2

+0.1

+2.9
-1.2

-6.3

-0.5

+1.0

+3.3

-2.7

+1.6

+1.1

-0.5

+9.9

+3.8

+1.6

+2.0

Figure 1. AP of STMixer and TubeR on each action class of AVA v2.2. We use the STMixer and TubeR models with the CSN-152
backbone for comparison. Both models do not use long-term features. When our STMixer has a higher AP, the difference is marked in
green, otherwise, it is marked in red. Our STMixer has a higher AP on most action classes than TubeR.
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Figure 2. AP of STMixer with a long-term or short-term classifier on each class of AVA v2.2. When STMixer with a long-term
classifier has a higher AP, the difference is marked in green, otherwise, it is marked in red.
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Figure 3. Visualizations of sampled feature points for some action instances. We show the sampled feature points of the last ASAM
module. The yellow highlighted areas are considered to provide semantically relevant visual cues.



process is needed, two-stage methods like SlowFast have
much lower inference speeds. Although training and in-
ference are performed in an end-to-end manner, WOO [2]
still adopts a two-stage pipeline while TubeR and STMixer
perform actor localization and action localization in one
stage. This simplified pipeline makes inference speeds of
TubeR and STMixer much higher. Compared to TubeR, our
STMixer has 2.0 and 1.7 points higher mAP on AVA v2.1
and v2.2 respectively, while the inference speed of STMixer
is comparable to TubeR (11.9FPS versus 12.3FPS). The
training overhead of STMixer is also smaller than TubeR.
STMixer converges within 10 epochs, while TubeR needs
to be trained for 20 epochs despite using DETR [1] initial-
ization. The adaptive sampling and adaptive mixing mech-
anism proposed in our STMixer makes it easier to cast the
action queries to action instances.

2. More Visualizations

As presented in the main paper, our proposed STMixer is
a query-based framework for video action detection, which
adaptively samples features from the spatiotemporal feature
space without the restriction of human bounding boxes. In
Figure 3, we provide more visualizations of sampled feature
points for action instances. As shown in Figure 3, some of
the sampling points go out of the human boxes and spread
to other semantically related areas, which demonstrates the
ability of our method to mine discriminative features from
both the action performer itself and the surrounding context.
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