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1. Overview
In the supplementary material, we present more experi-

mental results and analysis as follows:

• We conduct an error analysis experiment to explore the
possible reasons for the performance drop of the base
model trained on limited annotated data only.

• We conduct an experiment to compare performances
between the base models with the Left-Right (LR) dis-
parity consistency constraint proposed by Godard et
al. [2] and with our proposed Temporal-Aggregation-
Guided (TAG) disparity consistency constraint.

• We conduct an ablation study to compare perfor-
mances between the base models trained on different
annotation ratios over the car and pedestrian categories
on the KITTI validation set under different evaluation
metrics.

• We provide a performance comparison between our
proposed method and competing methods on the
KITTI test set.

• We qualitatively compare detection results between the
base model trained with and without pseudo-annotated
data generated from our proposed method.

In this supplementary material, all experiments imple-
mented on the KITTI validation set and test set are eval-
uated with 40 recall points, as the KITTI benchmark, for
Average Precision (AP) calculation on the three modes of
easy, moderate and hard.

2. Error Analysis of the Limited Supervision
Setting

Inspired by CenterNet [11] and MonoDLE [5], we con-
duct an error analysis to explore the possible causes of
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performance drop due to limited supervision. In the er-
ror analysis, we replace the main attributes of predicted
boxes generated from the base model trained on annotated
data with those generated from the base model trained on
fully-annotated data to determine the main restrictions of
limited annotations. The results are shown in Tab. 1. We
can observe that the refinement of the dimension and ori-
entation attributes leads to a slight improvement in the de-
tection performances. The refinement of the projected 3D
center can further enhance the base model with a perfor-
mance gain of 2.1% on AP3D, since it contributes to better
localization in the 3D space. However, the depth attribute
contributes the most to the improvement of detection per-
formances on both APBEV and AP3D, verifying that the
improvement of depth estimation can benefit the detection
results to a significant extent when only limited annotated
data are provided. Our proposed TAG method can stabilize
and enhance the disparity estimation of the base model by
the guidance of the more reliable and precise disparity maps
from the teacher model with cumulative knowledge of the
base model, thus contributing to further detection perfor-
mance improvement as the results of the error analysis indi-
cate.

3. Comparison between TAG-based and LR-
based Disparity Consistency

We conduct an experiment to compare the base model
trained with TAG-based and LR-based disparity consis-
tency constraints. Specifically, we replace the disparity con-
sistency constraint from our proposed TAG method with
the LR method, in which we impose consistency between
the output disparity maps of one view and the output dis-
parity maps translated from the opposite view in the stu-
dent model, while keeping other strategies, including data
augmentation and the proposed cross-view agreement, un-
changed for a fair comparison. The error comparison of
the depth estimation is shown in Fig. 1. The direct con-
sistency constraint between different views on the student
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Methods APBEV (IoU=0.7) Improvement AP3D (IoU=0.7) Improvement

Baseline 27.93 - 18.09 -
+ sup. dimension 30.37 2.44 19.41 1.32
+ sup. orientation 30.47 2.54 19.40 1.31
+ sup. proj. center 29.47 1.54 20.19 2.1
+ sup. depth 36.38 8.45 24.40 6.31

Full Supervision 55.82 - 46.96 -

Table 1. Error analysis of the base model with limited supervision under the difficulty of moderate. We replace the attributes of 3D
detection outputs from the base model trained on limited supervision with that from the base model trained on sufficient supervision to
analyze the possible reasons that contribute to the performance drop when training on limited annotated data.

Figure 1. Error comparison of depth estimation between the base
models with the LR-based disparity consistency constraint and our
proposed TAG-based disparity consistency constraint when train-
ing on 5% of fully-annotated stereo images.

model results in poor depth estimation with more error in
different depth ranges due to unreliable disparity outputs
caused by limited supervision. The detection results are
shown in Tab. 2. We can observe that the base model with
the LR-based disparity consistency constraint, even under
the same condition of data augmentation and pseudo anno-
tation selection strategy, performs less satisfactorily com-
pared to the base model with our proposed TAG-based dis-
parity consistency constraint among all evaluation metrics,
indicating that the LR-based disparity consistency hinders
further improvement in 3D detection results.

4. Ablation Study of Annotation Ratio

We conduct an ablation study to analyze the cases when
different ratios of annotated data are provided in the car cat-
egory in Tab. 3 and in the pedestrian category in Tab. 4
under different evaluation metrics. In the car category,
the base model with our proposed method achieves sig-

nificant performance gains among different annotation ra-
tios. Specifically, the base model with our proposed method
achieves performance gains of up to 6%, 6% and 2% when
10%, 20% and 50% of fully-annotated data are provided,
respectively. Similarly, our proposed method also enhances
the separate base detector’s performance in the pedestrian
category even when the amount of pedestrian instances is
significantly less than that of car instances, verifying the ef-
fectiveness of our proposed method in leveraging unanno-
tated data to improve the detection performance of the base
detector even in the category with a very small number of
annotated instances.

5. 3D Object Detection on the KITTI test set
We report the performance comparison results between

competing methods and our proposed method on the KITTI
test set in Tab. 5. To further highlight the effectiveness
of our proposed TAG method and cross-view agreement
strategy, we leverage additional 8k unannotated data from
the KITTI-raw dataset to enhance the base detector. The
base model trained on both fully-annotated data and extra
unannotated data leads to further performance improvement
compared to the base model trained on fully-annotated data
only, further highlighting the effectiveness of our proposed
method in utilizing unannotated stereo images for achieving
improved detection performance.

6. Qualitative Results
We visualize the 3D detection results of the base model,

which is trained on 5% of full annotations, with and without
pseudo-annotated data in both the front view and bird’s eye
view on the KITTI validation set, which is shown in Fig. 2.
The base model trained on limited annotated stereo images
performs poorly on the localization of distant objects, lead-
ing to unsatisfactory detection results. However, with our
proposed TAG-based disparity consistency constraint, re-
mote objects, which also pose significant difficulties for
the LiDAR-based methods due to the very sparse LiDAR
points, can be effectively detected for improving the overall
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Methods APBEV /AP3D (IoU=0.5) APBEV /AP3D (IoU=0.7)
Easy Mod. Hard Easy Mod. Hard

LR-based 83.56/79.58 57.38/53.63 43.91/40.64 47.93/31.47 29.87/19.29 22.67/14.68
TAG-based 87.18/83.48 66.39/60.85 50.36/47.07 53.89/35.91 36.30/24.50 27.99/18.81

Table 2. Performance comparison of average precision on bird’s eye view (APBEV ) and 3D boxes (AP3D) between the base models,
trained on 5% of fully-annotated stereo images, with the LR-based disparity consistency constraint and our proposed TAG-based disparity
consistency constraint in the car category on the KITTI validation set.

Ratios Methods APBEV /AP3D (IoU=0.5) APBEV /AP3D (IoU=0.7)
Easy Mod. Hard Easy Mod. Hard

10% Baseline 88.47/86.84 66.48/62.70 52.13/48.77 56.57/39.10 37.25/24.32 28.01/18.84
Ours 91.84/88.30 72.63/67.22 56.11/52.83 63.07/44.48 43.58/30.84 33.47/22.73

20% Baseline 90.02/89.50 70.00/68.90 59.76/52.27 72.69/60.00 47.86/38.13 39.06/30.38
Ours 96.30/93.55 74.55/71.56 60.59/56.78 75.61/61.59 49.45/41.25 39.96/31.38

50% Baseline 96.39/95.91 76.57/73.56 59.81/56.81 78.39/69.81 52.37/43.29 40.78/32.65
Ours 96.94/96.25 77.08/74.13 62.13/59.14 78.71/70.26 54.36/44.89 41.29/33.11

Table 3. Performance comparison of average precision on bird’s eye view (APBEV ) and 3D boxes (AP3D) between the base models
trained on different ratios of annotated stereo images in the car category on the KITTI validation set.

performance. In addition, the base model with our proposed
cross-view agreement strategy can detect some objects that
are heavily occluded in the front view, verifying the ef-
fectiveness of the proposed cross-view agreement strategy
in discovering occluded objects when provided only with
stereo images.
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Ratios Methods APBEV /AP3D (IoU=0.5) APBEV /AP3D (IoU=0.7)
Easy Mod. Hard Easy Mod. Hard

10% Baseline 26.33/26.29 19.51/19.40 15.89/15.79 12.24/10.91 8.79/7.54 6.90/5.83
Ours 30.97/30.33 22.94/22.28 18.27/18.04 14.10/11.09 10.22/8.22 8.01/6.55

20% Baselines 42.24/41.62 34.33/33.63 28.79/28.15 26.53/22.51 20.26/17.37 17.27/15.55
Ours 44.71/43.15 36.97/36.01 30.81/30.14 27.35/23.11 21.12/18.02 18.18/16.11

Table 4. Performance comparison of average precision on bird’s eye view (APBEV ) and 3D boxes (AP3D) between the base models
trained on different ratios of annotated stereo images in the pedestrian category on the KITTI validation set.

Methods Depth AP3D (IoU=0.7) Time
Easy Mod. Hard (ms)

Stereo R-CNN [3] 47.58 30.23 23.72 280
SIDE [6] 47.69 30.82 25.68 260

ZoomNet [9] ✓ 55.98 38.64 30.97 -
Disp R-CNN [7] ✓ 59.58 39.34 31.99 425
Pseudo-LiDAR [8] ✓ 54.53 34.05 28.25 670
Pseudo-LiDAR++ [10] ✓ 61.11 42.43 36.99 510
DSGN [1] ✓ 73.50 52.18 45.14 682

YoloStereo3D [4] ✓ 65.68 41.25 30.42 160
Ours w/ unannot. ✓ 68.00 43.33 31.04 160

Table 5. Performance comparison of average precision on 3D boxes (AP3D) between our proposed method and competing methods,
trained on fully-annotated data, on the KITTI test set. “Time” means inference time on the test set.
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(a) Qualitative results of the base model trained on only 5% of fully-annotated stereo images.

(b) Qualitative results of the base model trained on both 5% of fully-annotated stereo images and unannotated stereo images with pseudo annotations
generated from our proposed method.

Figure 2. Qualitative results of the base model, trained on 5% of fully-annotated stereo images, with and without pseudo-annotated data in
the car category on the KITTI validation set. From top to bottom: 3D detection on the front view image and bird’s eye view image.
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