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1. Additional Ablation Results
The impact of encoder and projection network. We re-
port that PaPi obtains better results with deeper encoder
networks as shown in Table 1. In addition, we adopt two
variants for the projection network: (1) 1-layer linear pro-
jection. (2) 2-layer MLP with one additional hidden layer
and ReLU activation. We observe that PaPi performs better
with 2-layer MLP, which is also found in contrastive learn-
ing literature [1–3].

Architecture CIFAR-10 CIFAR-100
q = 0.5 q = 0.1

18-layer ResNet 96.90 ± 0.09% 81.65 ± 0.27%
34-layer ResNet 97.55 ± 0.07% 82.51 ± 0.16%

2-layer MLP 96.90 ± 0.09% 81.65 ± 0.27%
1-layer Linear 96.71 ± 0.05% 81.57 ± 0.12%

Table 1. Classification accuracy (mean ± std) under different
encoders and projection networks on CIFAR-10 (q = 0.5) and
CIFAR-100 (q = 0.1).

Prototype evolving factor γ. We report the results of
varying γ that controls the prototype evolving formula in
Table 2. On CIFAR-10 and CIFAR-100, the performance
is stable with varying γ. Meanwhile, we find that some
fixed values can achieve comparable results against dy-
namic value which ramps down from 0.9 to 0.5.

Disambiguation target updating factor λ. We report the
results of varying λ that controls the disambiguation tar-
get updating speed in Table 3. The overall trends on both
datasets tend to be stable. Specifically, PaPi achieves the
best result on CIFAR-100 when λ = 0.9, and the perfor-
mance slight drops when λ = 0.99.

Balancing factor φ. We explore the influence of the bal-
ancing factor by comparing the accuracy between fixed φ ∈

γ
CIFAR-10 CIFAR-100
q = 0.5 q = 0.1

0.1 96.77 ± 0.08% 81.04 ± 0.03%
0.5 96.91 ± 0.06% 81.02 ± 0.08%
0.9 96.88 ± 0.08% 81.64 ± 0.12%

0.99 96.96 ± 0.02% 81.52 ± 0.13%

dynamic 96.90 ± 0.09% 81.65 ± 0.27%

Table 2. Classification accuracy (mean ± std) under different γ on
CIFAR-10 (q = 0.5) and CIFAR-100 (q = 0.1).

λ
CIFAR-10 CIFAR-100
q = 0.5 q = 0.1

0.1 96.41 ± 0.05% 81.08 ± 0.11%
0.5 97.01 ± 0.06% 81.44 ± 0.09%
0.9 96.81 ± 0.07% 81.73 ± 0.10%

0.99 96.42 ± 0.10% 81.34 ± 0.06%

dynamic 96.90 ± 0.09% 81.65 ± 0.27%

Table 3. Classification accuracy (mean ± std) under different λ on
CIFAR-10 (q = 0.5) and CIFAR-100 (q = 0.1).

{0.1, 0.5, 1.0, 2.0, 5.0} and dynamic φ with η = 1.0. From
Fig. 1, we observe that dynamic balancing function gives
better performance compared with the fixed one. When
φ = 5.0, PaPi achieves inferior results on both two datasets.

The performance of learned prototypical classifier. In
Fig. 2, we report more results about the classification ac-
curacy calculated with the learned prototypes. We can ob-
serve that PaPi achieves better performance especially fac-
ing high ambiguity levels, which demonstrates the competi-
tiveness of our learned prototypical classifier. As is shown,
PaPi outperforms PiCO by 10.75%, 6.63%, 13.33% and
26.29% respectively on CIFAR-100-H (q = 0.5), CIFAR-
100-H (q = 0.7), Mini-Imagenet (q = 0.1) and Mini-
Imagenet (q = 0.2).



0.1 0.5 1.0 2.0 5.0 Dyn.94.0
94.5
95.0
95.5
96.0
96.5
97.0
97.5
98.0

Ac
cu

ra
cy

(%
)

(a) CIFAR-10 (q = 0.5)
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(b) CIFAR-10 (q = 0.7)
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(c) CIFAR-100 (q = 0.1)
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(d) CIFAR-100 (q = 0.2)

Figure 1. Classification accuracy under different balancing factor choices on CIFAR-10 (q = 0.5, 0.7) and CIFAR-100 (q = 0.1, 0.2).
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(a) CIFAR-100-H (q = 0.5)
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(b) CIFAR-100-H (q = 0.7)
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(c) Mini-Imagenet (q = 0.1)
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(d) Mini-Imagenet (q = 0.2)

Figure 2. Classification accuracy calculated with the learned prototypes on CIFAR-100-H (q = 0.5, 0.7) and Mini-Imagenet (q = 0.1, 0.2).
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(a) CIFAR-100-H (q = 0.5)
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(b) CIFAR-100-H (q = 0.7)
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(c) Mini-Imagenet (q = 0.1)
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(d) Mini-Imagenet (q = 0.2)

Figure 3. PaPi learns with a correct disambiguation guidance. The red lines indicate the number of samples that were correctly classified
by the linear classifier and incorrectly classified by the prototypical classifier per mini-batch, and the blue lines are the opposite.

PaPi learns with a correct disambiguation guidance.
Moreover, we present more empirical results about our pro-
posed disambiguation guidance direction in Fig. 3. As is
shown, we find that the linear classifier always makes more
correct predictions than the prototypical classifier and the
linear classifier always has something new to teach the pro-
totypical classifier until convergence, which justifies the ef-
fectiveness of our disambiguation guidance.

2. Additional Results about Rethinking PiCO

In this section, we present more visualization results of
the impacts of the unreliability of the pseudo positives and
the improper direction of disambiguation guidance in PiCO.
Fig. 4a, Fig. 4b, Fig. 4e, Fig. 4f, Fig. 4i and Fig. 4j show ac-
curacy of three versions of PiCO. Fig. 4c, Fig. 4d, Fig. 4g,
Fig. 4h, Fig. 4k and Fig. 4l show the performance differ-

ences between the linear and prototypical classifier during
training. As is shown, PiCO-v2 outperforms PiCO in most
cases, which verifies the significant performance degrada-
tion caused by noisy pseudo-labels. Moreover, PiCO-v3
outperforms PiCO-v2 in most cases, which confirms the
importance of self-teaching fashion of the linear classifier.
From Fig. 4c, Fig. 4d, Fig. 4g, Fig. 4h, Fig. 4k and Fig. 4l,
we find that the number of samples that were correctly clas-
sified by the linear classifier is always larger than that were
correctly classified by the prototypical classifier in PiCO,
which illustrates the improper guidance direction.
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(a) CIFAR-100-H (q = 0.3)
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(b) CIFAR-100-H (q = 0.5)
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(c) CIFAR-100-H (q = 0.3)
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(d) CIFAR-100-H (q = 0.5)
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(e) Mini-Imagenet (q = 0.1)
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(f) Mini-Imagenet (q = 0.2)
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(g) Mini-Imagenet (q = 0.1)
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(h) Mini-Imagenet (q = 0.2)
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(i) SVHN (q = 0.3)
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(j) SVHN (q = 0.5)
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(k) SVHN (q = 0.3)
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(l) SVHN (q = 0.5)

Figure 4. Visualizations of impacts of the unreliability of the pseudo positives and the improper direction of disambiguation guidance in
PiCO. In (a)-(b), (e)-(f) and (i)-(j), PiCO-v2 means positives are selected based on fully supervised information, i.e., true labels are known
by the contrastive learning module. Further, PiCO-v3 removes the guidance of prototypical classifier to linear classifier, such that the linear
classifier performs self-teaching. The red lines in (c)-(d), (g)-(h) and (k)-(l) indicate the number of samples that were correctly classified
by the linear classifier and incorrectly classified by the prototypical classifier per mini-batch, and the green lines are the opposite. The first
100 epochs shown in (h) are in a warm-up period.

Learning (ICML’20), pages 1597–1607, 2020. 1
[2] X. Chen, H. Fan, R. Girshick, and K. He. Improved base-

lines with momentum contrastive learning. arXiv preprint
arXiv:2003.04297, 2020. 1

[3] J. Grill, F. Strub, F. Altché, C. Tallec, P. H. Richemond, E.
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