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1. Demonstration of Advertising Poster Design
with Our Layout Results

Designers have applied graphic layouts generated by
our PDA-GAN to design aesthetic advertising posters. As
shown in Fig. 1, our model generates graphic layouts (mid-
dle) with multiple elements conditioned on product images
(left). Designers can utilize graphic layouts to make visu-
ally pleasing advertising posters (right). More demonstra-
tion of advertising posters designed with our layout results
can be seen in Fig. 9 and Fig. 10.

Text bounding boxes without underlays in Fig. 1, Fig. 9,
and Fig. 10 tend to appear in relatively simple areas of back-
grounds. When the areas to place texts are complex, PDA-
GAN will simultaneously generates underlay elements to
enhance the text readability. Meanwhile, the layout ele-
ments are managed to avoid occluding subjects/products for
fully representing products.

2. Domain Gap Visualization

Different marginal distributions across domains are
termed as domain gap [2]. In this work, paired images and
layouts in the existing dataset [8] are collected by inpaint-
ing [7] and annotating posters, respectively. There is a do-
main gap between inpainted posters (source domain data)
and clean product images (target domain data).

To illustrate the domain gap, Fig. 2 shows the details of
source and target domain images. We select three clean
product images from the target domain and draw graphic
elements on them to make posters. We then inpaint these
posters to from source domain data. The inpainted regions
become distorted and blurred, and the pixel-level domain
gap is formed.
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Figure 1. Demonstration of advertising poster design with our lay-
out results.

3. Metrics

For quantitative evaluations, we follow [8] and divide
layout metrics into composition-relevant part and graphic
part. The composition-relevant metrics include Rcom, and
Rshm, Rsub, which measure background complexity, sub-
ject occlusion, and product occlusion, respectively. These
composition-relevant metrics are more important for this re-
search topic. The graphic metrics include Rove, Rund, and
Rali, which measure layout overlap, underlay overlap, and
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Figure 2. Domain gap visualization. To display the domain
gap, we manually design several posters based on clean product
images (target data), and inpaint the graphic elements to get the
source data. Visual contents in inpainted areas (framed with yel-
low boxes) are distorted and blurred compared with the original
contents (framed with red boxes).

layout alignment degree, respectively. In this section, we
will briefly interpret the formal definitions of these metrics
and utilize them to verify the effectiveness of our model.

3.1. Composition-relevant Measures

We follow the description in [8] to formally define the
composition-relevant metrics here. The metric Rcom is used
to measure the background image complexity of the areas
placing of text elements (without underlays), and the higher
value indicates the lower readability of texts. To calculate
Rcom, we first compute the gradients along x and y direc-
tions at each pixel using the Sobel operator, and then obtain
the root mean square of these two gradients as the final edge
response at each pixel. Finally, Rcom is computed as the av-
erage gradients of all pixels covered by predicted text-only
bounding boxes. It can be defined as follows:

Rcom =

∑N
i S(Ri)

N
(1)

where S means the gradients are calculated by the Sobel
operator. The number of text elements in this layout is N .

Ri is the region of the ith text element.
The metric Rshm measures how the graphic elements

occlude the main subject or product in a background im-
age. Since an aesthetic advertising poster should be able
to clearly present subjects or products, we expect this met-
ric to be small for a high quality advertising poster design.
To calculate this metric, we respectively feed the salient im-
ages with or without masked layout regions into a pretrained
VGG16 [6], and calculate the distance L2 between their out-
put logits.

Rshm = L2[V GG(xsal),V GG(xsal, yl)]. (2)

The salient image xsal is sent into a pretrained V GG con-
ditioned on the mask of layout yl or not.

To calculate Rsub, we get attention maps of promoted
products (queried by their category tags extracted from
product pages) in test images by CLIP1 [1, 5] and sum the
attention values within layout regions.

Rs
sub =

∑N
i Rgn(CLIP (Maps))

N
, (3)

where Rs
sub is the value of Rsub for the sample of s. We ex-

tract product categories from product pages and use CLIP
to get attention Maps. The symbol Rgn refers to layout
bounding box regions. Both Rshm and Rsub can reflect the
occlusion degree of subjects with layouts, and the lower val-
ues indicate a layout of better quality.

3.2. Graphic Measures

As mentioned in the paper, advertising poster graphic
layouts include four types of elements: logos, texts, under-
lays, and embellishments. The overlap and alignment of
graphic measures used to measure how these types of ele-
ments overlap each other are described in [3, 4, 8]. Specifi-
cally, the underlay elements are allowed to overlap with any
other elements to improve the readability of texts, since it
is possible that the desirable color of text is not salient on a
background image. The layout also allows a embellishment
to overlap with other elements, except other embellishment
elements, since the embellishments are usually small for the
purpose of decorating a text or logo box.

We follow the equation in [4] to calculate the layout
overlap metric as follows:

Re =
∑
i∈e

∑
(j∈e)̸=i

ai ∩ aj
ai

, (4)

ai means the area of the ith box in the set of ele-
ments bounding boxes e. In this work, e refers to the

1https://github.com/hila-chefer/Transformer-MM-
Explainability
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set of elements bounding boxes of the {logo, text} or
{embellishment}.

Rove = R{logo,text}
e +R{embellishment}

e (5)

The underlay, as a background element, is mainly used
to emphasize or highlight another element. Thus, when an
underlay element appears, at least another type of element
over it should appear simultaneously. A higher Rund of the
underlay overlap degree metric means better performance.
We adapt Eq. 4 to calculate Rund as follows:

Rund =
∑
i∈e1

max
j∈e2

ai ∩ aj
ai

(6)

e1 = {underlay}

e2 = {logo, text, embellishment},

where ai means the area of the ith box in e1, and e1 and
e2 represent the set of elements boxes of underlay or other
types of elements respectively.

The metric Rali used to manifest that elements in an aes-
thetic graphic layout tend to align in one dimension. We
first follow the equation in [4] to calculate the alignment
distance of ith bounding box, which is as follows:

di = min
(
▼xl

i,▼x
c
i ,▼x

r
i ,▼y

t
i ,▼y

c
i ,▼y

b
i

)
(7)
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i represent the minimum dis-

tance between the ith bounding box and other bound-
ing boxes in the left, horizontal midpoint, right,
top, vertical midpoint, bottom dimensions respectively.
▼x∗

i (∗ = l, c, r) refers to [4] as:

▼x∗
i = min

j ̸=i

∣∣x∗
i − x∗

j

∣∣ (8)

▼y∗i (∗ = t, c, b) can be calculated similarly. Thus, di is the
minimum distance between box i and all other boxes in the
above six dimensions. The alignment metric Rali can be
defined using di as follows:

Rali =

N∑
i=1

{
di, di − dt < 0

0, di − dt ≥ 0
(9)

When di is larger than the threshold dt, di is set to 0, and
N means the total number of predicted elements. This is
because, in an advertising poster graphic layout, an element
such as a logo often appears in the image’s corner and is
often far from other elements.

4. More Evaluations
In this section, we will show more quantitative and qual-

itative evaluations to demonstrate the effectiveness of PDA-
GAN.

4.1. Eliminating Domain Gap

As shown in Fig. 4, we select four clean product images
xt from the target domain data and add graphic layout ele-
ments to these images into advertising posters xp. Inpaint-
ing the regions of elements in posters to obtain inpainted
images xi. Due to inpainted areas, there is a domain gap
between xt (target domain) and xi (source domain).

To demonstrate that PDA-GAN can effectively eliminate
the domain gap, we input xi and xt to CGL-GAN and PDA-
GAN to generate layouts. The mean difference values of the
shallow-level feature maps, fusion feature maps, and deep-
level feature maps generated by CGL-GAN between xi and
xt of the above four samples as input are 0.0610, 0.1289,
and 0.1263. The corresponding mean values calculated by
PDA-GAN are 0.0293, 0.0726, and 0.1160, respectively.
Compared with CGL-GAN, PDA-GAN has less difference
in the generated feature maps between the source and target
domain data.

From the perspective of generated results, layouts gen-
erated by CGL-GAN conditioned on different domains of
the same product images with significant differences. In
particular, CGL-GAN tends to generate layout elements in
distorted and blurred areas of inpainted regions. In compar-
ison, layouts generated by PDA-GAN with xs and st as in-
puts are more similar. The above analysis demonstrates that
PDA-GAN can effectively eliminate the domain gap caused
by inpainting.

4.2. More Qualitative Comparisons with SOTA
Methods

To enhance the paper’s quantitative evaluations of
composition-relevant metrics, more qualitative analyses and
comparisons between PDA-GAN and existing methods are
presented here. Tab.1 and Tab.2 in the paper show that
PDA-GAN performs best on the background complexity
metric Rcom. Correspondingly, as shown in columns 1,
2, and 9 of Fig. 5, bounding boxes of text elements gen-
erated by PDA-GAN are more likely to appear in simple
background areas, which improves the readability of the
text information. As shown in other columns, when the
background of the text element is complex, PDA-GAN will
generate an underlay bounding box to replace the complex
background to enhance the readability of text information.

The paper also shows PDA-GAN achieves the SOTA
performance on the occlusion subject degree metric Rshm.
From the Fig. 6, layout bounding boxes generated by PDA-
GAN avoid subject regions nicely. Thus the generated
posters better express the information of subjects and lay-
out elements. In particular, it should be noted that bound-
ing boxes generated by PDA-GAN can effectively avoid the
critical regions of the subject, such as the human head or
face, as shown in columns 1 and 3 of Fig. 6.

Meanwhile, from the paper, PDA-GAN performs better



Model Rcom ↓ Rshm ↓ Rsub ↓ Rove ↓ Rund ↑ Rali ↓

Ours
′

34.07 15.13 0.800 0.0350 0.9259 0.0108
Ours 33.55 12.77 0.688 0.0290 0.9481 0.0105

Table 1. Quantitative ablation study on PD. Ours
′

refers to our
model of PDA-GAN without PD module.

Model Rcom ↓ Rshm ↓ Rsub ↓ Rove ↓ Rund ↑ Rali ↓
Ours∗ 36.71 20.14 1.036 0.0475 0.9376 0.0068
Ours 33.55 12.77 0.688 0.0290 0.9481 0.0105

Table 2. Quantitative ablation study on Gaussian blur. Ours∗

means the model of PDA-GAN with Gaussian blur for input im-
age.

than all existing methods on occlusion product degree met-
ric Rsub. Compared with existing methods, PDA-AGN gen-
erates layout bounding boxes on regions with lower ther-
mal values to avoid occluding products. For example, in
columns 2, 4, and 5 of Fig. 7, layout bounding boxes gen-
erated by PDA-GAN effectively avoid the region with high
thermal values of products, which present clothing products
information pretty well.

4.3. Ablations

Effects of PD. Compared with the model without the PD
module in the first row of Tab. 1, under the same configura-
tion, the model with the PD module achieves better results
in all metrics. Benefiting from PD effectively eliminating
the domain gap, as demonstrated in Sec. 4.1, the model with
PD module can generate high-quality image-aware graphic
layouts for advertising posters.

Affects of Gaussian Blur. In Tab. 2 and Fig. 8, based on
the model of PDA-GAN, we both quantitatively and quali-
tatively analyze the effect of the Gaussian blur on the layout
generation. When PDA-GAN utilizes Gaussian blur to gen-
erate the graphic layout, Rcom is increased from 33.55 to
36.71. Boxes 2, 6, and 10 in Fig. 8 show that the back-
ground of the text bounding box generated by the model
with Gaussian blur is more complex, reducing the readabil-
ity of the text information. In comparison, boxes 7 and 11
show that the model without Gaussian blur generates the
text bounding box with simple background or simultane-
ously generates an underlay bounding box to replace the
complex background.

Tab. 2 shows that Rshm and Rsub of the model with
Gaussian blur are increased from 12.77 to 20.14 and 0.688
to 1.036, respectively. As shown in Fig. 8, layout bounding
boxes generated by the model with Gaussian blur are more

Figure 3. Layouts under user constraints. Left: Input images.
Middle: Images with user constraints. Right: Our results.

likely to occlude the subject or product regions. These lay-
outs will diminish the presentation of subjects and layout
elements information in advertising posters. These quanti-
tative and qualitative analyses demonstrate that the lost im-
age details caused by Gaussian blur will degrade the quality
of the generated image-aware graphic layout.

4.4. User constraints on images.

We can input the user constraints to PDA-GAN in the
same way as CGL-GAN such that PDA-GAN can output
reasonable layouts according to user constraints on images.
Therefore, for a given image, the model can generate var-
ious reasonable layouts according to different input con-
straints. As shown in the 2nd row of Fig. 3, our model
can add an underlay for a text box to mitigate the impact
of complex backgrounds, and the 3rd row shows that it can
also put a text box on a user-input underlay constraint.
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Figure 4. Layouts generated by different models with source/target domain data. Inpainted images (source data) and clean images (tar-
get data) are both fed into PDA-GAN (ours) and CGL-GAN. The results of PDA-GAN are relatively stable, which indicates that the features
of two domains are better aligned by our method.
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Figure 5. Qualitative evaluations of background complexity for different models. Layouts in each column generated by different
models are conditioned with the same product image. DAP-GAN (ours) tends to place text-only elements on relatively simple regions and
add underlays for texts on relatively complex regions.
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Figure 6. Qualitative evaluations of occlusion subject degree for different models. Layouts in each column generated by different
models are conditioned the same product image. DAP-GAN (ours) avoids subject occlusion when managing element placements.
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Figure 7. Qualitative evaluations of occlusion product degree for different models. Layouts in each column generated by different
models are conditioned the same product image. DAP-GAN (ours) avoids product occlusion when managing element placements.



Figure 8. Affects of Gaussian blur. Layouts in each row are generated by models with the same image as input. And layouts in each
column generated with different inputs. Ours∗ means using Gaussian blur to process input data. The middle boxes with blue numbers are
the enlargement of boxes with yellow numbers on images. The left part of the vertical dotted line is presented with input images, and the
right part with product attention heatmaps.



Figure 9. Demonstration of advertising posters designed with graphic layouts generated by PDA-GAN conditioned on product images.



Figure 10. Demonstration of advertising posters designed with graphic layouts generated by PDA-GAN conditioned on product images.
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