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In the supplementary material, we provide additional
implementation details, qualitative results and analysis in
Sec. A and Sec. B, respectively.

A. Implementation
A.1. Training

We train our model on the MegaDepth dataset [7] from
scratch. Following SuperGlue [9], we use 153 scenes with
130k images in total for training and 36 for validation. For
each category, we first detect 4096 keypoints for all images
and then build correspondences for image pairs with overlap
ratio from 0.3-1.0. Matches with re-projection errors less
than Spx are deemed as inliers, resulting in different number
of inliers for different pairs. In the training process, for each
epoch, we randomly choose 80 pairs for each scene. For
each pair, we randomly choose 1024 keypoints with inliers
ranging from 32 to 512 between two images, respectively.
We observe that samples with high inlier ratios boost the
convergence and those with low inlier ratios enhance the
ability of models for finding matches for tough cases at test
time.

Our matching loss is identical to the assignment loss of
SGMNet [3], which is more stable than the original ver-
sion in SuperGlue [9], as analyzed in the SGMNet paper.
These modifications enable us to train the model on the
MegaDepth dataset [7] from scratch without requiring any
pretraining.

A.2. Architecture

As [3,9, 1], we use self and cross attention to gather
global information for each keypoint in two sets. Consider-
ing the similarities of attention matrices in two consecutive
iterations, we adopt the shared attention mechanism [2] to
speed up the message propagation process at low cost. A
detailed architecture of self and cross attention is shown in
Fig. 1. We adopt the identical position encoder as Super-
Glue [9].
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Figure 1. Architecture. Detailed architecture of self (a) and cross
(b) attention with sharing attention matrix.

A.3. Inference

At test time, for relative pose estimation on
YFCC100m [12] and Scannet [4] datasets, we use the
identical testing pairs and number of keypoints for evalua-
tion as SuperGlue [9] and SGMNet [3]. As for the metrics,
we report the exact cumulative error curve (AUC) rather
than the approximate one, because the former measures
the error based on groundtruth poses while the latter does it
based on predicted poses.

When evaluating our model on Aachen Day-Night v1.0
and v1.1 datasets [10, 13], we adopt HLoc [8] pipeline for
mapping and localization, as previous methods [3, 9, | 1].
We leverage NetVLAD [1] to provide 50 reference images
for each query image in the localization process.

In our adaptive sampling process, in order to avoid losing
too many potential inliers or informative keypoints, we set
the minimum number of preserved keypoints for each image
to 256. Once the number of keypoints is smaller or equal to
256, we don’t perform any sampling. This strategy is also
applied to the ratio-based sampling (R50).

B. Results

In this section, we first provide more ablation studies in
Sec. B.1. Then, we show and discuss more qualitative re-
sults of SuperGlue* (official SuperGlue) [9], SGMNet [3]
and our IMP and EIMP on Scannet [4], YFCC100m [12],
and Aachen Day-Night datasets [10, 13] in Sec. B.2,
Sec. B.3, and Sec. B.4, respectively.



B.1. Ablation study

Pose-consistency loss (C). Pose-consistency loss forces
our model to predict matches which are not only correct but
also able to give a good pose by implicitly embedding geo-
metric information into the matching module. Fig. 2a shows
the influence of pose-consistency loss to the number of iter-
ations required to find a good pose. With pose-consistency
loss, as expected, when using the same number of iterations,
IMP gives higher success ratios than IMP without this loss
(IMP w/o C) because pose-consistency loss allows pose-
aware matches pump out first to join the pose estimation,
reducing the number of iterations. EIMP adopts the sam-
pling strategy which filters some unreliable matches, there-
fore the pose-consistency has little influence on the success
ratios of EIMP.

Number of iterations. A our model is able to predict
matches at each iteration. We test its performance on rela-
tive pose estimation by progressively increasing the number
of iterations from 3 to 9. As the number of iterations in-
creases, keypoints become more discriminative with more
geometric information embedded, so both IMP and EIMP
achieve more precise poses, as shown in Fig. 2b. Addi-
tionally, their matching precision (Prec.) also gets higher
gradually, indicating that they find more inliers, as shown
in Fig. 2c. Fig. 2b and Fig. 2c¢ show that both IMP and
EIMP report almost the best performance when using 7 or
8 iterations, which means IMP and EIMP could even run
faster by reducing the maximum number iterations from 9
to 7 or with marginal performance loss. Note that both IMP
and EIMP are trained to predict matches at each iteration,
so we don’t need to retrain or fine-tune IMP and EIMP to
achieve this.

B.2. Qualitative results on Scannet

In Fig. 3, we visualize predicted matches and relative
poses of SuperGlue* [9], SGMNet [3], our IMP and EIMP.
We observe that for simple cases (Fig. 3 (1)), all match-
ers give similar numbers of inliers. However, both our IMP
and EIMP obtain smaller rotation and translation errors than
SuperGlue* and SGMNet because the embedded geometric
information in our matching module. In the iteration pro-
cess, rather than finding inliers from a cluster, both IMP
and EIMP expand the areas with inliers, which allows our
models to find more potential inliers and make the pose es-
timation more stable. When testing images become more
difficult (Fig. 3 (2) and (3)), the behavior of our models in
expanding inliers over the whole meaningful regions of im-
ages can be observed more clearly. Especially for Fig. 3 (3)
where all keypoints are extracted from regions with repet-
itive textures, matching methods based on pure descriptors
can hardly discriminate these keypoints, so SuperGlue* and
SGMNet fail to give enough inliers. At this time, geomet-
ric constraints play an indispensable role at finding correct

(c) Precision of matches

Figure 2. We report the number of iterations for IMP and
EIMP with and without pose-consistency (w/o C) loss (a), relative
pose accuracy @ 10° (b), and precision of matches (c) of IMP
and EIMP using different number of iterations on YFCC100m
dataset [12].

matches, which explains the success of IMP and EIMP.
B.3. Qualitative results on YFCC100m

Fig. 4 shows the predicted matches and relative poses
reported by SuperGlue* [9], SGMNet [3], our IMP and
EIMP. For simple cases (Fig. 4 (1)), all methods give a
large number of inliers while IMP and EIMP report smaller
pose errors in the iteration process even using fewer inliers.
Note that instead of keeping all keypoints, our EIMP with
adaptive sampling effectively reduces the number of key-
points from 2,0000 to 865 and 255 in the iteration process,
which significantly decreases the time complexity for self
and cross attention computation 1. We also observe that
for tough cases (Fig. 4 (2) and (3)), due to large viewpoint
and illumination changes, SuperGlue* and SGMNet fail to
report comparable number of inliers to our models, result-
ing in higher rotation and translation errors. In contrast,
our models still progressively increase the number of inliers
from different regions in the iteration process. These well
distributed inliers lead to smaller pose errors. By comparing
the results of EIMP in Fig. 4 (2) and Fig. 4 (3), we see that
the number of preserved keypoints are based on the number
of potential inliers in the image pair: more potential inliers
result in more retrained keypoints. That is because our sam-
pling strategy is fully adaptive.

B.4. Qualitative results on Aachen

In Fig. 5, we show the inliers between query and refer-
ence images in the large-scale localization task on Aachen
v1.1 dataset [10, 13]. Different with image pairs in Scan-
net [4] and YFCC100m [12] datasets, query and reference
images in Aachen dataset are captured under totally dif-
ferent conditions usually with extremely large viewpoint
(Fig. 5 (1)-(4)) and illumination (Fig. 5 (5)-(8)) changes,
making finding matches difficult. As the groundtruth poses
of query images are not available, we use HLoc [8] frame-
work to visualize the inliers between query and reference
images after the PnP [6] + RANSAC [5] for all methods.

Fig. 5 ((1)-(4)) shows that when image pairs have large
viewpoint changes, both SuperGlue* and SGMNet fail to



find enough correct matches. That is because geometric
constraints are more useful for finding matches in two im-
ages with large viewpoint changes and both SuperGlue*
and SGMNet ignore this information. However, we em-
bed the geometric information into the matching module,
so our IMP and EIMP work much better, guaranteeing the
localization success.

When query images have large illumination changes
with reference images, corresponding keypoints from two
images are less discriminative, so SuperGlue* and SGMNet
only give slightly more inliers than for images with large
viewpoint, as shown in Fig. 5((5)-(8)). As our model ad-
ditionally leverages geometric constraints to find matches,
both IMP and EIMP successfully obtain a large number of
inliers. Note that compared to SuperGlue* and SGMNet,
both IMP and EIMP find inliers from the almost the whole
overlap regions of the two images as opposed to some clus-
ters (Fig. 5 (2)-(5) and (8)).
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Figure 3. Qualitative results on Scannet dataset [4]. At the left-bottom of each image pair, we report the number of inliers/matches and
rotation/translation errors of SuperGlue* [9] (official SuperGlue), SGMNet [3], our IMP and EIMP. Besides, the number of keypoints in
each image are shown at the top of each pair. For simple case (1), all methods give similar numbers of inliers, but IMP and EIMP obtain
smaller rotation and translation errors than SuperGlue* and SGMNet because of the embedded geometric information. In the iteration
process, rather than finding inliers from a cluster, both IMP and EIMP expand the areas with inliers, which allows our models to find
more potential inliers and make the pose estimation more stable. When testing images become more difficult ((2), (3)), the behavior of
our models in expanding inliers over the whole meaningful regions of images can be observed more clearly. Especially for (3) where
all keypoints are extracted from regions with repetitive textures, matching methods based on descriptors can hardly discriminate these
keypoints, so SuperGlue* and SGMNet fail to give enough inliers. At this time, geometric constraints play an indispensable role at finding
correct matches, which explains the success of IMP and EIMP.
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Figure 4. Qualitative results on YFCC100m dataset [12] At the left-bottom of each image pair, we report the number of inliers/matches
and rotation/translation errors of SuperGlue* [9] (official SuperGlue), SGMNet [3], our IMP and EIMP. Besides, the number of keypoints
in each image are shown at the top of each pair. For simple case (1), all methods give a large number of inliers, but IMP and EIMP report
smaller pose errors even when using fewer inliers. Note that instead of keeping all keypoints, EIMP effectively reduces the number of
keypoints from 2,0000 to 865 and 255 in the iteration process, significantly decreasing the time complexity for self and cross attention
computation 1. For tough cases ((2), (3)), due to large viewpoint and illumination changes, SuperGlue* and SGMNet fail to report
comparable number of inliers to our models, resulting in higher rotation and translation errors. In contrast, our models still progressively
increase the number of inliers from different regions in the iteration process. These well distributed inliers lead to smaller pose errors. By
comparing the results of EIMP in (2) and (3), we see that the number of preserved keypoints are based on the number of potential inliers in
the image pair: more potential inliers result in more retrained keypoints. That is because our sampling strategy is fully adaptive.
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Figure 5. Qualitative results on Aachen v1.1 dataset [10, 13]. We visualize inliers of query (left) and reference (right) images under
larger viewpoint ((1)-(4)) and illumination ((5)-(8)) changes of SuperGlue* [9] (official SuperGlue), SGMNet [3], our IMP and EIMP.
As the groundtruth poses of each query images are not available, we utilize HLoc [8] framework to visualize inliers given by PnP [0] +
RANSAC [5]. Testing pairs (1)-(4) show that when image pairs have large viewpoint changes, both SuperGlue* and SGMNet fail to find
enough correct matches. That is because geometric constraints are more useful for finding matches in two images with large viewpoint
changes and both SuperGlue* and SGMNet ignore it. However, we embed the geometric information into the matching module, so our
IMP and EIMP work much better, guaranteeing the localization success. For cases (5)-(8), when query images have large illumination
changes with reference images, corresponding keypoints from two images are less discriminative, so SuperGlue* and SGMNet only give
slightly more inliers than for images with large viewpoint. As our model additionally leverages geometric constraints to find matches, both
IMP and EIMP successfully obtain a large number of inliers. Note that compared to SuperGlue* and SGMNet, both IMP and EIMP find
inliers from the almost the whole overlap regions of the two images as opposed to some clusters ((2)-(5), (8)).
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