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1. The DSIMVC++ framework for incomplete multiview clustering

The proposed module is flexible multi-view data representation module for clustering, which can be also embedded to the incomplete multi-view data clustering task via plugging our module into other frameworks. In this section, the proposed module is embedded to the framework DSIMVC for incomplete multi-view data clustering. The comparative figure is shown in Fig. 1. In DSIMVC++, we integrate the proposed GCFAgg module to obtain the consensus representation and the consensus clustering assignment, and the clustering loss is enhanced by the proposed SgCL module.

In DSIMVC, the complete clustering loss includes the representation of each view alignment contrastive loss \( L_F(f(D; w)) \), the cluster assignment loss \( L_C(f(D; w)) \), and the clustering assignment regularization term \( L_R(f(D; w)) \). In DSIMVC++, the first two losses are enhanced via the proposed Structure-guided Contrastive Loss (SgCL). Specifically, the enhanced \( L_{F,++}(f(D; w)) \) and \( L_{C,++}(f(D; w)) \) for complete clustering loss and incomplete clustering loss are shown in the following equation.

The view-specific representation alignment loss is enhanced via the proposed SgCL to achieve the structure-guided alignment among the consensus representations and the view-specific representations, which ensures that we only minimize the similarity between the view-specific representation and the consensus representation from different samples with low structure relationship. The loss is presented as follows:

\[
L_{F,++}(f(D^c; w)) = \sum_{i=1}^{n_c} \sum_{q=1}^{m} \left( \frac{-2}{n_c} f_{H}(x_i; w^H)^T f_{Z}(x^{q}_i; w) \right)^2 + \frac{1}{n_c(n_c-1)} \sum_{j \neq i} (1 - S_{i,j}) \left( f_{H}(x_i; w^H)^T, f_{Z}(x^{q}_j; w) \right)^2
\]

where \( D^c \) denotes the complete sample set, \( f_{H}(x_i; w^H) \) denotes the consensus representation feature of \( x_i \) from multiple views, \( f_{Z}(x^{q}_j; w) \) denotes the \( q \)-th view representation of the \( i \)-th sample \( x_i \), \( n_c \) denotes the number of complete samples, \( m \) denotes the number of views, \( S_{i,j} \) denotes the global structure relationship obtained by the proposed GCFAgg module (See the Eq. (7)).
The clustering assignment alignment loss is enhanced via the consensus clustering assignment probabilities and view-specific clustering assignment probabilities.

$$L_{C++} (f(D^c; w)) = -\frac{1}{K} \sum_{q=1}^{m} \sum_{j=1}^{K} \log \frac{\tilde{Q}_j^T Q_j^T}{\sum_{s \neq j} \tilde{Q}_j^T Q_s^T}$$

(2)

where $\tilde{Q}_j$ denotes the $j$-th column of the learnt consensus clustering alignment probability $\tilde{Q}$ after our GCFAgg module, $Q_j^q$ denotes the $j$-th column of the clustering alignment probability $Q^q \in \mathbb{R}^{n_c \times K}$ in the $q$-th view.

The clustering assignment regularization term in DSIMVC is used to prevent the trivial solution, it is presented as follows:

$$L_R (f(D^c; w)) = \sum_{p=1}^{m} \sum_{j=1}^{K} Q_j^p \log Q_j^p$$

(3)

where $Q_j^p = \frac{1}{n_c} \sum_{i=1}^{n_c} Q_{ij}^p$. In DSIMVC++, the total complete clustering loss is presented as follows:

$$L_{++} (f(D^c; w)) = L_{F++} (f(D^c; w)) + L_{C++} (f(D^c; w)) + L_R (f(D^c; w))$$

(4)

In the incomplete clustering loss, a function $g(D^c; \varphi)$ in the DSIMVC is added to dynamically select incomplete samples for training. The incomplete clustering loss is presented as follows:

$$L_{++} (f(D^c; w), g(D^c; \varphi)) = g(\tilde{x}; w) (L_{F++} (f(D^c; w)) + L_{C++} (f(D^c; w)) + L_R (f(D^c; w)))$$

(5)

where $D^c$ is the filled incomplete sample set, $\tilde{x}$ denotes the imputed sample from $D^c$ (Please refer the [38] for its computation in detail).

In DSIMVC++, the total loss is presented as follows:

$$L_{++} = L_{++} (f(D^c; w)) + L_{++} (f(D^c; w), g(D^c; \varphi))$$

(6)

Compared with the loss of DSIMVC, there are the following advantages: we align the consensus presentation and view-specific representation, which makes the representations of these samples with high structure relationship be more similar. Further, the learnt global structure relationship obtained by the GCFAgg module is integrated to the contrastive learning, which ensures that we only minimize the similarity between the view-specific representation and the consensus representation from different samples with low structure relationship. The comparison results shown in Table 5 verify the effectiveness of our method.