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Overview
The Supplementary Material is structured as follows. In Section 1, the labelling rule of the proposed semantically

associated landmarks is introduced in detail. Due to the page limits, it is not included in the main manuscript. The differences
between our dataset and existing popular garment landmark datasets are also displayed. More qualitative visualization
comparisons over the VITON-HD [1] and VITON [4] datasets are presented in Section 2. In addition to standard garments,
we also especially show the try-on results of non-standard garments. Section 3 aims to provide examples in which the original
try-on results of SAL-VTON are continuously controlled via manually manipulating semantically associated landmarks. In
Section 4, more ablation experiment results are provided.

1. Details about the semantically associated landmarks dataset.
To obtain the semantically associated landmarks dataset, we re-annotate images on the popular virtual try-on benchmarks

including VITON-HD [1] and VITON [4], and propose a new dataset named Semantically Associated Landmarks for Human
and Garment (SAL-HG). The VITON-HD dataset and VITON dataset respectively contain a total of 13,679 and 16,253 image
pairs, each consisting of an in-shop garment image and an image of a person wearing the garment.

A unified labelling rule of landmarks is applied for diverse styles of garments. To be specific, landmarks are defined
according to different regions of garments and persons, so as to ensure that the landmarks of the same serial number on
different types of garments have the same semantics. As illustrated in Fig.1, each image has 32 landmarks with several
attributes (visible, occluded and absent). When a region of the garment is lacking, the attributes of such landmarks in the
lacking region become absent. The sleeves of the right garment in Fig. 1 are lacking, thus the attributes of landmarks in the
upper arm region, elbow region, forearm region and sleeve opening region are absent.

The described labelling rule applies not only to standard garments, but also to non-standard garments. More examples
are shown in Fig. 2. Although there is considerable variation in the types of garments, the regions with clear semantics are
universal. Therefore, the landmarks are labeled according to the semantic regions, so that the labelling rule can be widely
applied. To improve the quality of the semantically associated landmark dataset, data labelers are required to simultaneously
annotate semantically associated landmarks on the in-shop garment and the corresponding person.

In Fig. 3, some samples are selected to show the differences between different clothing landmark datasets. From the
comparisons, the following observations can be made: 1) Early works such as DeepFashion [7] and ULD [9] datasets
commonly focus on standard garments and label considerably few landmarks. 2) The widely used DeepFashion2 [3] dataset
divides multiple types of standard garments and definite labelling rules for each garment type. As different landmarks are set
for different garments types, the semantics of landmarks are not universal. For example, the landmark 12 in the short sleeve
top represents the armpit but in the long sleeve top, it represents the sleeve opening. To utilize the semantics of landmarks,
researchers need to first detect the different garment categories. However, there are many non-standard garments in virtual
try-on that are not included in their categories. 3) The labelling rule of the FashionAI [11] dataset is similar to ours, but we
have a finer division of the semantic regions and more landmarks in the semantic regions.

*Co-first authors contributed equally, † corresponding author.
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Figure 1. The labelling rule of SAL-HG. The different colors of landmarks represent different attributes. For easy observation, two
landmarks where the positions coincide are indicated by blue dots with a red border, such as landmark 4 and landmark 5 in the left
garment.
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Figure 2. Examples of SAL-HG. The first row shows examples of standard garments that are well-considered in existing clothing
landmark datasets. The second raw shows examples of non-standard garments in the virtual try-on datasets.

2. Qualitative comparison over VITON and VITON-HD datasets.
The visual comparison between our method and state-of-the-art high-resolution virtual try-on methods (VITON-HD [1]

and HR-VITON [6]) on the representative VITON-HD dataset is shown in Fig. 4. The former two rows in Fig. 4 are the
try-on results of standard garments such as T-shirts, vests, and long-sleeve tops. Compared with other methods, our method
can preserve details and synthesise more photo-realistic results in the case of simple standard garments.

To verify the effectiveness of the semantically associated landmarks dataset utilising a unified labelling rule for diverse
styles of garments, the try-on results of several representative non-standard garments are displayed in Fig. 4. It is clearly
seen that the proposed method can synthesize photo-realistic results with accurate garment shapes, regardless of the garment
type. Non-standard garments are covered in our dataset while existing popular garment landmark datasets do not contain
these hard samples, which makes them difficult to handle these hard situations well. Therefore, it can be affirmed that the
proposed semantically associated landmarks dataset is more versatile for virtual try-on.

Moreover, the visual comparison results on the VITON testing dataset in a standard to non-standard manner are shown in
Fig. 5. It can be clearly seen that our method performs the best compared with other competitive methods (CP-VTON+ [8],
ACGPN [10], PF-AFN [2] and StyleFlow [5]), indicating the superiority of our proposed method.



1 2

3 4

5 6

(a) (b) (c) (d)
12

3 4/5 6

7
8

9
10

11

12 13

14 15

16 17

18

19 20

21

2223

2425

2627

28 29

30 31 32

1 2
4

10

6 7

5

11

89

12 13

3

12

3 4 5

6
7

168
15

9 14

10 13

11 12

33

24 32

25

3126

3027

2928

22

19 20 21

18

2317

10

4

1

3

2

6

7

5

11 8

9

12 13

1 2

3 4

5 6

9

11

6

8

2

10 4/
5

3

71

16

17

18

19
20

21 26

2728

30 31 32

29
12 13

14 15

22 23

24 25

12

11

5

7

2

8 43

61

9

10

25

20
24

21 23

22
13

15 16 17

1814

19

Undefined

Undefined

10

17

9 19

8

16

20 21
22 23
24 25

2726

12

3 4 5

7

6
18

1514

1312

11

323130

28 29

2111

26

3130 32

9

29

10

17 16

19

20

28
27

12

3 4 5

7

6
8 18

22 23

24 25

12 13

14 15

8

12 13

10

7
6

11

9

1 2 3
4 5

6

10 11

4

7

89

5

1312

1 2 3

(a) and (b) (c) (d)

Figure 3. Comparison of labelling rules on the standard garments (left) and non-standard garments (right) for different landmark datasets.
(a) DeepFasion and ULD, (b) DeepFashion2, (c) FashionAI and (d) Ours SAL-HG.
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Figure 4. Qualitative results from different models (VITON-HD, HR-VITON and ours) on the VITON-HD testing dataset.

3. Try-on image editing via semantically associated landmarks.
In the main manuscript, the extended experiments show that manipulating semantically associated landmarks in different

semantic regions can achieve different garment editing effects. And the editing effects of different regions can be combined
to obtain the combined results.

Furthermore, the editing effects can be continuously controlled by manipulating semantically associated landmarks. As
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Figure 5. Qualitative results from different models (CP-VTON+, ACGPN, PF-AFN, StyleFlow and ours) on the VITON testing dataset.
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Figure 6. Control the try-on results of SAL-VTON via different semantically associated landmark settings. The shape or length of local
garment regions on the try-on image can be continuously controlled.



shown in Fig. 6, the continuously controlled regions are highlighted by red boxes. In the first row, the length of the sleeves
on the original try-on result is continuously shortened. In the second row, the shape of the collar is successfully controlled.
In the third row, we continuously adjust the position of the hemline by changing the semantically associated landmarks of
the hemline and waist regions.

4. More ablation experiment results.
In this section, we provide more ablation experiment results that are not included in the paper. An ablation study using

fewer landmarks are implemented. We remove the landmarks (10,11,14,15,20,21,24,25) on the upper arm and forearm
regions to obtain 24 landmarks in total. Based on the above, we further remove the landmarks (1,3,6,28,29,31) on the neck,
waist and hemline regions to obtain 18 landmarks. In this way, “every other landmark removed” is achieved without breaking
the semantic relationship of the local regions. The model is retrained on the reduced version of the landmarks. The results of
ablation experiments using fewer landmarks are reported in Table 1.

In addition, the quantitative results with or without local flow are shown in Fig. 7. The proposed local flow properly
handles the misaligned local regions.

Table 1. The results of ablation study using fewer landmarks.

Config SSIM↑ PSNR↑ FID↓
32 landmarks 0.92 28.29 5.74
24 landmarks 0.91 27.93 5.89
18 landmarks 0.91 27.64 6.16

garment person garment person(a) (b) (a) (b)garment person(a) (b)

Figure 7. The visual comparison of the warping results. (a) without the local flow, (b) with the local flow.
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