
Appendix

A. Details of Preliminary Experiments
To draw the histograms shown in Fig.2, we need to cal-

culate the deviation and error of the predicted depth for each
pixel in the test dataset. Here we choose 3D-FRONT [5] as
our synthetic training set and ScanNet [3] as our real train-
ing set and test set. Refer to Sec.5.1 and App.B for more de-
tails on the dataset. We train the models on the 3D-FRONT
and ScanNet respectively and use the trained models to pre-
dict depth on the test dataset. For each pixel u in the test
dataset, we first obtain the ray r as a line R as shown in
Eq.3 and sample a sequence of points {ps = R(δs)}Ns

s=1},
where δs is the depth of ps and Ns is the number of sam-
pling points, set by 128 default. Then we calculate the vol-
ume density σs at each sampling point, just like we calcu-
late the volume density when rendering the image. Note
that we use the fine stage predictions if coarse-to-fine sam-
pling is applied. We use the following formula to assign a
weight ws to each sampling point according to the volume
density σs

ws = (1− exp(−σs)) · exp(−
s−1∑
t=1

σt). (13)

Then we predict the depth D̂(u), the standard deviation of
the depth S(u), and the depth error E(u) for each pixel u

D̂(u) =

Ns∑
s=1

ws · δs,

S(u) =

( Ns∑
s=1

ws · (δs − D̂(u))2
) 1

2

,

E(u) = ∥D̂(u)−D(u)∥,

(14)

where D(u) is the ground truth depth for pixel u. Finally,
we can draw the histogram shown in Fig.2 based on S(u)
and E(u).

Results of other methods We also calculate the devia-
tion and error of the depth predicted by other generaliz-
able NeRF models (MVSNeRF [1], GeoNeRF [8], Neu-
ray [10], and our method) as shown in Fig.7. Note that for
our method, we calculate the weight ws following the Eq.10
as

ws =
exp(σs)∑Ns

t=1 exp(σ
t)
. (15)

Like IBRNet [15], previous NeRF generalization methods
[1, 8, 10] tend to predict radiance fields that are sharper but
less geometrically accurate under the synthetic-to-real set-
ting. In comparison, our method predicts a more accurate
radiance field while remaining sharp.

B. Preprocess of Dataset
B.1. 3D-FRONT

Here we describe how we preprocess 3D-FRONT [5]
dataset. First, we randomly pick 88 rooms labeled as liv-
ing room or bedroom from the dataset. For each sampled
room, we iteratively select 200 camera views and we need
to ensure that there is a certain overlap but also distance
between the different selected camera views. The overlap
and distance are calculated between the currently sampled
camera view and the previously sampled camera views.

Formally, let K, E = [R, t] denote the camera intrinsic
and extrinsic parameters respectively. We use fixed intrin-
sic for all camera views and only need to sample the extrin-
sic parameters for each camera view. The overlap between
camera E1 and camera E2 is obtained by calculating the
Intersection Over Union (IoU) of the two camera frustums

O(E1,E2) =
A ∩B

A ∪B
, (16)

where A and B are the frustums of E1 and E2 respectively.
The distance between camera E1 and camera E2 is calcu-
lated from the camera position and orientation

D(E1,E2) = ∥t1 − t2∥2 + arccos((Tr(R⊤
2 R1)− 1)/2).

(17)
Suppose we have sampled a series of camera extrinsics
E = {Ei = [Ri, ti]}Ni=1, where N is the number of sam-
pled extrinsics. For the camera extrinsic E, We calculate
the overlap and distance between E and E by the following
formulas

Overlap(E, E) = max(O(E,E1), ...,O(E,EN )), (18)

and

Distance(E, E) = min(D(E,E1), ...,D(E,EN )). (19)

Once the overlap and distance reach a certain threshold, we
add E to E . Finally, the camera view selecting algorithm is
shown in Alg.1. We show some images of 3D-FRONT [5]
as shown in Fig.8.

B.2. ScanNet

In this paper, we randomly select 8 scenes of Scan-
Net [3] as our test datasets. The test scene numbers
are ‘scene0204’, ‘scene0205’, ‘scene0269’, ‘scene0289’,
‘scene0456’, ‘scene0549’, ‘scene0587’, and ‘scene0611’,
respectively. We also show some images of ScanNet [3]
as shown in Fig.8.

B.3. Other Benchmark Datasets

During training, depth information is needed to deter-
mine the selection of positive pairs in our GeoContrast



(a) Deviation (MVSNeRF). (b) Deviation (GeoNeRF). (c) Deviation (Neuray). (d) Deviation (Ours).

(e) Error (MVSNeRF). (f) Error (GeoNeRF). (g) Error (Neuray). (h) Error (Ours).

Figure 7. Deviation and error of predicted depth when trained with synthetic and real data, respectively. We plot the deviation
and error of the predicted depth as the histogram for MVSNeRF [1] (column 1), GeoNeRF [8] (column 2), Neuray [10], and our method
(column 4). Our method is able to predict more accurate depth while maintaining its sharpness under synthetic-to-real setting.
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Figure 8. Images in 3D-FRONT dataset [5] and ScanNet dataset [3]. The first row shows the images in 3D-FRONT dataset. The second
row shows the images in ScanNet dataset.

(Sec.4.2). Since DTU dataset [7] and LLFF dataset [12,15]
only contain RGB images and not depth, we use COLMAP
[14] to estimate the depth for each RGB image follow-
ing [10]. Note that depth information is only used during
training, not during testing.

C. Network Architecture

In the feature extraction, we use a U-Net like network,
where ResNet34 [6] truncated after layer3 as the encoder,
and two additional up-sampling layers with convolutions
and skip-connections as the decoder, to extract features
from input images following [10,15]. All convolution layers
use ReLU as activation function and all batch normalization
layers are replaced by instance normalization layers. The

output dimensions of each layer of the encoder are 32, 64,
128 respectively, and the output dimensions of each layer of
the decoder are 64 and 32 respectively. As for cross-view
attention, we use the subtraction attention [17] as our atten-
tion module for its effectiveness in geometric relationship
reasoning, and the attention layer of the different stages (see
Sec.4.1) does not share parameters. We apply cross-view at-
tention between the encoder and the decoder of U-Net and
sample 16 projections as the key values for each query in the
first stage, due to GPU memory limitation. Before entering
the cross-view attention, we use a linear layer to reduce the
feature dimension from 128 to 32. After cross-view atten-
tion, we also use a linear layer to increase the feature dimen-
sion from 32 to 128. The architecture of cross-view atten-
tion is illustrated in Fig.9. We implement the rendering net-



Algorithm 1 Camera view selecting

1: Initialization: E ← { }, n ← 0, Nv ← 200, To ←
0.3, Td ← 0.2

2: repeat
3: Sample camera view as E
4: if n = 0 then
5: E ← E + {E}
6: n← n+ 1
7: else
8: overlap← Overlap(E, E)
9: distance← Distance(E, E)

10: if overlap ≥ To and distance ≥ Td then
11: E ← E + {E}
12: n← n+ 1
13: end if
14: end if
15: until n ≥ Nv

Output: A list of camera views V .
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Figure 9. Architecture of cross-view attention.

work mainly following IBRNet [15], where the multi-view
feature aggregation module aggregates the density informa-
tion of all samples on the ray to enable visibility reasoning,
and the ray transformer is then applied to calculate the vol-
ume density.

D. More Experimental Results
D.1. Additional Ablation Study

Ablation on the number of negative pairs. The number
of negative pairs is shown to have a larger effect on the per-
formance of contrastive learning as described in [2], and a

Description PSNR ↑ SSIM ↑ LPIPS ↓
No negative pairs 23.81 0.812 0.350

negative pairs Nneg = 32 23.88 0.814 0.348
negative pairs Nneg = 64 24.19 0.819 0.342

negative pairs Nneg = 128 24.56 0.825 0.337
negative pairs Nneg = 256 24.73 0.828 0.335
negative pairs Nneg = 512 24.81 0.831 0.333
negative pairs Nneg = 1024 24.80 0.831 0.334
negative pairs Nneg = 2048 24.79 0.830 0.333

Table 5. Ablation study on the ScanNet dataset [3] with respect
to the number of negative pairs.

larger number of negative pairs has a significant advantage
over the smaller ones. Here in our method, we conduct ab-
lation studies with different numbers of negative pairs to
see the effect of the number of negative pairs on the model
performance. As shown in Tab.5, the performance of our
method increases as the number of negative pairs increases,
with the best performance when the number reaches 512,
which is consistent with the phenomenon in [2]. We also
tried another way of multi-view consistency optimization,
that is, we directly optimize the similarity between positive
pairs ∥p′−q′

+∥2, where p′ and q′
+ are defined in Eq.7. The

result is shown in row 1 of Tab.5. We can see that the above
optimization method performs worse than our GeoContrast,
which further reflects the importance of negative pairs.

Ablation on proportion of real data. Here we present
the SSIM and LPIPS under varying proportions of real and
synthetic data as shown in Fig.10. Similar to the curve of
PSNR in Fig.6, the performance of our method continues to
improve as the proportion of real data increases, but the per-
formance saturates when the proportion of real data reaches
40%.
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Figure 10. Curves of SSIM and LPIPS of our method and IBR-
Net [15] with different proportions of real and synthetic data.

D.2. NeRF Synthetic

We also conduct experiments on the NeRF synthetic
dataset [13]. The NeRF synthetic dataset contains 8 objects,
each of which has 100 training views and 200 test views
at 800 × 800 resolution. The experimental settings are the



Method PSNR ↑ SSIM ↑ LPIPS ↓
PixelNeRF [16] 22.65 0.808 0.202

IBRNet [15] 26.73 0.908 0.101
MVSNeRF [1] 25.15 0.853 0.159
GeoNeRF [8] 28.33 0.938 0.060
Neuray [10] 28.29 0.927 0.080

Ours 27.92 0.930 0.078

Table 6. Quantitative comparisons on the NeRF Synthetic
dataset [13].

same as those on the DTU dataset [7] and LLFF dataset
[12], where we use the Google Scanned Object datqset [4],
forward-facing datasets [12,15], and DTU dataset [7] as the
training dataset. The quantitative and qualitative results of
NeRF synthetic dataset are shown in Tab.6 and Fig.12 re-
spectively. Compared with the baseline IBRNet [15], our
method has a large performance improvement on NeRF
synthetic dataset. Compared with the state-of-the-art meth-
ods [8, 10], our method also achieves comparable results.
The reason why our method underperforms the state-of-the-
art methods on the NeRF synthetic dataset may be that the
multi-view consistency of synthetic data is relatively bet-
ter than that of real data, resulting in limited improvement
of the methods of learning multi-view consistent represen-
tations on synthetic data. On the other hand, the input to
these state-of-the-art methods contains additional geomet-
ric information (such as depth) during testing, which will
facilitate the modeling of the geometry, while our method’s
input only contains RGB images.

D.3. Additional Qualitative Results

In this section, we provide additional qualitative results.
Fig.11 shows the qualitative results of IBRNet [15], MVS-
NeRF [1], GeoNeRF [8], Neuray [10] and our method on
ScanNet dataset [3]. All models are trained on 3D-FRONT
[5] and the experimental settings are the same as in Sec.5.1.
Fig.12 shows the qualitative results on DUT dataset [7],
LLFF dataset [12], and NeRF synthetic dataset [13], and
the experimental settings are the same as in Sec.5.3.

E. Limitation and Failure Case
Our method generally achieves high-quality image ren-

dering under the synthetic-to-real setting. However, previ-
ous generalizable NeRF methods [1, 8, 10, 15], as well as
ours, struggle to generate high-quality images for highly
blurred scenes, which are frequently found in real dataset.
We show an example in Fig.13, where motion blur occurs in
the pink boxed region and all methods fail to predict a sharp
image. Deblur-NeRF [11] tries to recover a sharp NeRF
from blurry input with the Deformable Sparse Kernel mod-
ule. However, Deblur-NeRF only considers the per-scene
optimization case. Rendering images with high bulr under-

ing the synthetic-to-real generalization setting is a challeng-
ing problem and it can be an interesting and practical future
direction.



Ground Truth IBRNet MVSNeRF GeoNeRF Neuray Ours

Figure 11. Qualitative comparison on ScanNet dataset [3]. The first column shows the ground truth images. The last column shows the
rendered images of our method. The remaining columns represent the images rendered by IBRNet [15], MVSNeRF [1], GeoNeRF [8],
Neuray [9], respectively. Each model is trained on the synthetic dataset.
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Figure 12. Qualitative comparison on DTU dataset [7] (rows 1 to 4), LLFF dataset [12] (rows 5 to 6), and NeRF synthetic dataset [13]
(rows 7 to 8). The first column shows the ground truth images. The last column shows the rendered images of our method. The remaining
columns represent the images rendered by IBRNet [15], MVSNeRF [1], GeoNeRF [8], Neuray [9], respectively.



Ground Truth IBRNet MVSNeRF GeoNeRF Neuray Ours

Figure 13. Failure case on ScanNet dataset [3]. The first column shows the ground truth images. The last column shows the rendered
images of our method. The remaining columns represent the images rendered by IBRNet [15], MVSNeRF [1], GeoNeRF [8], Neuray [9],
respectively. Each model is trained on the synthetic dataset.
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