A. Dataset Statistics

Table 7 depicts detailed statistics for all datasets. For each
dataset, we provide in parentheses a one-word description
of the type of classes it contains, which we refer to as super
class of a dataset. We use the same train/dev/test splits
of Food-101, Aircraft, Flower-102, UCF-101, and DTD
provided by CoOp [74]. For CUB, we randomly sample 10
training images for each category as the development set.
For CIFAR-10 and CIFAR-100, we randomly split 10% of
the training data as the dev set. For HAM 10000, we adopt
80/10/10 splits on the images of each class. For ImageNet,
we only evaluate the dev set.

Name n. of n. of Images

class Train Dev Test
Food-101 (food) 101 50,500 20,200 30,300
FGVC-Aircraft (aircraft) 102 3,334 3,333 3,333
Flower-102 (flower) 102 4,093 1,633 2,463
CUB-200-2011 (bird) 200 3,994 2,000 5,794
UCF-101 (action) 101 7,639 1,898 3,783
DTD (texture) 47 2,820 1,128 1,692
HAM10000 (lesion) 7 8,010 1,000 1,005
RESISC45 (scene) 45 3,150 3,150 25,200
CIFAR-10 (object) 10 45,000 5,000 10,000
CIFAR-100 (object) 100 45,000 5,000 10,000
ImageNet (object) 1,000 1,281,167 50,000 -

Table 7. Detailed statistics of the 11 datasets. The text in paren-
theses that follows the dataset name corresponds to the super class
name, which is used to remove class names in concepts.

B. Implementation Details
B.1. Linear Probe

Following CLIP’s implementation of Linear Probe, we
use the encoded images, before their projection to the vision-
text embedding space, as input to the classifier. We use
sklearn’s L-BFGS implementation of logistic regression
with 1,000 maximum iterations. To determine the best per-
forming values for the L2 regularization strength C, we
perform binary search on the validation set initialized with
[1e6,1e,1e2,1,1e72, 1e~4, 1e~°]. After determining the
left and right bounds of C', we iteratively halve the inter-
val with 8 steps to get the final hyperparameter value. We
compare our Linear Probe results on ImageNet with CoOp.
To perform a fair comparison, we select CLIP-RNS50 as the
vision encoder and perform 3 random runs to select the few
shot images. As shown in Table 8, we marginally outperform
CoOp in all data settings.

B.2. Prompt

Table 9 presents the prompts used to query GPT-3. We
design 5 general prompts and 5 additional prompts for UCF-
101. The general prompts are used for all datasets, with a
slight modification: we add the super-class name that de-

# of shots 1 2 4 8 16
CoOp 22.07 3195 41.29 49.55 5587
Ours 2226 32.28 41.57 4980 55.92

Table 8. Compare linear probe performance on ImageNet with
CoOp. All experiments are based on CLIP-RN50, and we report
the average score of 3 random runs.

scribes the type of data present in more fine-grained datasets.
For example, when prompting for Flower-102, we add the
super class name flower after each class name. In this way
we reduce ambiguity problems: e.g., for the class bishop of
llandaff, without the super class name, GPT-3 returns results
for bishop instead of the flower. While this approach reduces
ambiguities, it does not completely eliminate them. For ex-
ample, we found that GPT-3 generates sentences about the
mouse (device), but in fact, the class mouse on ImageNet
refers to the animal. Future work can explore better prompt-
ing methods, such as providing a detailed definition for each
class or designing customized prompts for each dataset.

General Prompt Template
. describe what the [CLASS NAME] looks like:
. describe the appearance of the [CLASS NAME]:
. describe the color of the [CLASS NAME]:
. describe the pattern of the [CLASS NAME]:
. describe the shape of the [CLASS NAME]:

UCF-101 Prompt Template
. describe what the [CLASS NAME] looks like:
. describe the appearance of the [CLASS NAME]:
. describe how to perform the [CLASS NAME]:
. describe a person performing the [CLASS NAME]:
. describe what can you see when a person is
performing the [CLASS NAME]:

L O R S

I O R R

Table 9. The prompt templates used to generate the raw sentences
from GPT-3. The UCF-101 has a different set of prompts, while
the other datasets share the same set of general templates.

B.3. TS5 concept extractor

The raw outputs of language models are long sentences
and sometimes contain class names that need to be removed
from the bottlenecks for the sake of interpretability. For
example, GPT-3 generates a sentence “The hen is brown
and has a white chest.” for the class hen, which could be
decomposed to two concepts: “brown’” and “white chest”.
We annotate a random sample of 100 sentence-concepts pairs
from each of the following datasets: Food-101, CIFAR-100,
Aircraft, Flower, and ImageNet. In total, we collect 500
sentences. An example annotation is depicted below:

The 737-400 has a long and slender fuselage with
tapered wings and a small tail. (737-400)
long and slender fuselage; tapered wings; small tail

The class name is concatenated with the raw sentence, and



Dev Test

Dataset Method i 2 3 3 16 Full | 1 2 3 3 16 Full
Fooq1or  LnearProb | 5804 7524 8416 8748 8987 9311 | 5775 7534 8421 87.90 9002 93.17
LaBo (Ours) | 80.32 84.15 8576 87.07 88.74 9253 | 80.41 84.05 85.68 8739 88.77 9245
Moo LnearProb | 2763 3486 4140 4972 5791 6289 | 2826 3507 4155 5026 5638 64.03
LaBo (Ours) | 33.12 3597 4290 49.08 5641 61.96 | 3273 3771 41.04 4881 5497 61.42
Flower 10y Linear Prob | 89.20 9406 97.00 9840 98.91 99.11 | 88.06 93.65 97.67 98.56 9932 99.45
LaBo (Ours) | 8224 88.18 9492 9620 98.16 98.65 | 82.05 90.09 9521 97.08 98.66 99.35
oUB Lincar Prob | 48.55 6040 72.50 78.25 8335 83.60 | 47.60 61.06 72.82 79.60 83.74 84.54
LaBo (Ours) | 55.20 64.80 7245 7655 7990 81.00 | 54.19 64.60 7121 7722 80.69 81.90
Ucp.1o  LincarProb | 6554 7634 8583 9025 93.63 98.63 | 60.56 7322 8062 8570 8763 90.67
LaBo (Ours) | 80.72 8377 8846 90.73 93.05 97.68 | 78.75 82.05 84.56 86.39 87.39 90.11
- Lincar Prob | 43.62  53.10 60.55 68.79 7447 8050 | 41.67 5171 6076 69.03 7470 81.68
LaBo (Ours) | 55.59 5647 6215 6844 7092 76.86 | 53.61 5526 61.17 6643 7021 77.30
AMIO00y  LnearProb | 3230 5540 4540 5090 6310 8440 | 3313 5532 4443 4826 6169 8318
LaBo (Ours) | 34.90 4640 4580 54.40 5820 8140 | 36.62 4517 4587 52.04 5572 81.39
RESIScas  LincarProb | 68.62 7910 8672 89.89 9249 9524 | 6757 7775 8650 8927 9217 9498
LaBo (Ours) | 73.02 7603 8137 8505 88.86 91.65 | 73.66 76.11 8140 8571 88.63 91.22
ClFAR1g  LinearProb | 6236 8032 9204 9536 96.06 98.16 | 6244 8027 9254 95.14 9590 98.10
LaBo (Ours) | 91.24 91.04 9298 9440 9506 97.90 | 91.06 90.79 93.03 94.11 9493 97.75
IR0y LinearProb | 39.66 5784 7006 7652 8034 §7.70 | 3926 5735 6973 7622 80.16 87.48
LaBo (Ours) | 62.84 66.56 7178 7530 78.08 86.82 | 6273 65.80 70.82 7449 77.67 86.04

ImageNer | LinearProb | 4225 5571 6480 7123 7508 8390 | - - 5 - - -

LaBo (Ours) | 51.09 5743 6294 6845 7260 83.97 | - ) ; ; ; ;
Average  LinearProb [ 5253 6568 7285 77.89 8229 87935160 6513 7233 7738 8153 8738
LaBo (Ours) | 63.66 68.25 72.86 76.838 80.00 8640 | 6335 68.10 7208 76.19 79.11 85.72

Table 10. Full results of Linear Prob and LaBo on the development and test sets of 11 datasets.

the concepts are separated by semicolons. We train a T5-
large model [45] using the Huggingface API. We add a task
prefix - “extract concepts from sentence: ” for each example.
We train the model with Adam optimizer for 5 epochs, setting

5

the batch size to 8 and learning rate to le™°.

B.4. Remove Class Name

After extracting the short concepts using TS, some still
contain class names. To ensure there are no class names in
the bottleneck, we design two heuristics: (1) If we find the
class name in the concept using string match, we replace it
with the super class name'’, e.g., the concept “leaves of the
orange dahlia are long and narrow” for the class orange
dahlia in Flower-102 is modified as “leaves of the flower are
long and narrow”. (2) For class names with multiple tokens,
the tokens are not always in the same order as the class name.
In this case, if a concept with all tokens for the class name
is present, we remove it. For instance, the concept “a cake
made of carrot” for the class carrot cake will be deleted. The
two heuristics are applied to each concept by considering all
class names in the dataset.

B.S. Hyperparameters

We apply grid search with 5 runs to find the best weights
for the submodular function for different datasets and shots.

10The super class name depends on the datasets. For example, the super
class name for the Flower-102 dataset is flower (see Table 7).

We determine the learning rate and batch size by monitoring
the validation accuracy with wandb. Table 16 lists all the
hyperparameters of our best-performing models.

B.6. Other Details

GPT-3 Generation. Generating 500 sentences for one class
takes around 5 minutes by calling the OpenAl APIs. The
price of GPT-3-Davinci is $ 0.02 / 1k tokens, and it costs
about $ 0.2 for each class.

Running Time. Because we use CLIP with frozen weights,
we only need to extract the image features once and reuse
them in the rest experiments. Since we only fit a single linear
layer, our training time is low. For example, training the full
ImageNet for one epoch on an NVIDIA RTX A6000 takes
less than 1 minute.

Full Results. The full numerical results are shown in Table
10. Both validation and test accuracy are provided.

C. Additional Analysis
C.1. Activation Function

We ablate the impact of the softmax activation by remov-
ing it or replacing it with other activation functions such as
ReLU and sigmoid. As shown in Table 11, not using an
activation function significantly hurts performance, while
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Figure 8. t-SNE visualization of the embeddings of concepts (blue) and class names (pink) on ImageNet. For the three bottlenecks
constructed from GPT-3, WordNet, and Wikipedia, we visualize the top-1 concept of each class ranked by the weights of the linear function.

Activation 1 2 4 8 16 Full
- 52.66 58.01 63.02 6893 7352 81.32
relu 50.40 53.53 56.61 59.82 61.75 68.01
sigmoid 52.15 57.86 62.59 69.08 73.43 81.42
softmax 63.03 67.79 71.88 76.08 79.10 85.71

Table 11. Compare different activation functions. We report the
mean accuracy across the 11 datasets.

GPT-3 type 1 2 4 3 16 Full
Davinci (175B) 5109 57.43 6294 68.45 72.60 83.97
Curie (13B) 4575 5389 6036 6696 71.65 84.00
Babbage (6.7B) 44.61 5291 6022 67.06 71.66 83.86
Ada (2.7B) 43.12 5326 60.99 67.90 7242 83.96

Table 12. The performance of LaBo on ImageNet using different
sizes of GPT-3 to generate concepts. The number in the parenthesis
is the number of parameters of the corresponding language model.

using other activation functions performs poorly compared
to softmax.

C.2. Language Model Size vs. Performace

We experiment with different sizes of GPT-3: Curie, Bab-
bage, and Ada (sorted from larger to smaller). Figure 12
compares the different GPT-3 variants on ImageNet, show-
ing that larger language models result in better performance,
especially in the few show settings. However, there is only
a marginal difference in performance when enough data is
available.

C.3. Performance of Human-Written Text

Table 13 compares the performance of LaBo between
using GPT-3 generated concepts and human-designed con-
cepts sourced from WordNet and Wikipedia. We observe
that GPT-3 generated concepts outperform human-written
ones in 1-shot experiments, while there is less than 1% drop
in performance on average in larger data settings. In addition,
our human evaluation on Imagenet (see Figure 5 and 6 in
Section 5.3) shows that humans judge the quality of GPT-3
generated concepts to be better than that of human-designed.

We visualize the embeddings of concepts and class names
using t-SNE [65] to identify the reason behind the perceived

Concept Source 1 2 4 8 16 Full
GPT-3 51.09 5743 6294 6845 72.60 83.97
Wikipedia 4876 56.73 63.00 68.96 73.07 84.07
WordNet 4937 57.84 6410 69.92 7335 83.93

Table 13. The performance of LaBo on ImageNet using different
sources of concepts to construct the bottlenecks.

Method w/cls Aircraft Food
LP - 39.42 76.99 9589 68.74 80.04
LaBo X 37.29 76.04 9237 6478 80.07

CoOp [74] 4 33.22 7845 9497 65.37 78.66
LaBof v 37.53 77.83  93.18 65.37 80.10

Flower DTD UCF

Table 14. Compare LaBo with prompt tuning methods on 5 datasets
(16 shots). w/ cls stands for using class names in the context. LaBo!
is our method without removing the class names in the concepts.
All methods use CLIP-ViT-B/32 as the vision backbone.

higher quality of GPT-3 concepts. We encode the 1,000
class names of ImageNet using the CLIP text encoder along
with the top-1 concept of each class (1,000 concepts in total)
from each bottleneck (LaBo, WordNet, and Wikipedia). Fig-
ure 8 reflects that, compared to GPT-3, the embeddings of
WordNet and Wikipedia concepts have a higher overlap with
the embeddings of class names. In other words, Wikipedia
and WordNet concepts are more likely to replicate the text
features of class names rather than describe the class. This
explains why human-written text has higher accuracy but is
less interpretable.

C.4. Comparison with the Prompt Tuning Method

Table 14 compares the performance between LaBo and
CoOp [74], which employs a soft prompt tuning method (not
interpretable) on five datasets. Even though LaBo does not
use class names, its performance is similar to that of CoOp.
Adding class names to LaBo leads to performance gains,
such that it outperforms CoOp on Aircraft and UCF-101.

D. Human Evaluation

We introduce two qualitative metrics to evaluate the auto-
matically generated concept bottlenecks to highlight areas of
possible improvement. We introduce two metrics that evalu-
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Figure 9. Additional qualitative examples for CIFAR-10, CIFAR-100, DTD, Aircraft, Food101 and RESISC45.
g q p
Food Aircraft HAMI10K RESISC Flower CUB UCF DTD CIFAR10 CIFAR100
Factuality 1 P@10 P@10 P@10 P@10 P@8 P@10 P@10 P@I10 P@10 P@10
LaBo 33.07 11.57 15.05 14.80 1148 2797 37.78 23.90 14.70 22.48
w/o submod 27.08 8.10 9.57 16.40 18.58 23.12 3722 25.27 20.70 22.72
w/o LM 21.63 897 19.71 12.15 998  12.17 2043 14.83 6.87 14.97
Groundabilityt | P@10 P@10 P@10 P@10 P@8 P@10 P@10 P@I10 P@10 P@10
LaBo 10.98 8.48 18.83 13.87 9.53 15.63 8.08 8.90 5.70 19.83
w/o submod 21.52 13.67 17.22 17.90 21.52 23.07 2993 20.02 23.10 21.78
w/o LM 20.58 12.00 20.00 14.38 17.93 25.02 2796 20.31 7.15 27.04

Table 15. Analytic Factuality and Groundability for all datasets except Imagenet (see Figure 5)

ate the bottleneck items along two dimensions: Factuality
and Groundability (see Section 5.3).

Annotator Statistics. Both metrics rely on human annota-
tions, which we collect on Amazon Mechanical Turk. To
ensure confidence in the results, we collect 3 annotations per
concept. Annotators are paid on average $14.5 per hour, and
the total cost of the annotation was $2,100. Our rate was
computed by estimating the time it takes to complete the task

by 4 different control annotators.!! In total, our task was
completed by a diverse set of 477 annotators. The average
pairwise annotator agreement for all annotated data without
any pre-processing is 69.83%.

Interface. Figure 11 displays the annotation interface. Given
a concept phrase, annotators are prompted to select from 12

1 Our focus group was graduate students. Since this is not representative
of the average population, we doubled the time estimate.



Unknown Vocab Non Sensical Non Visual
CIFAR-10 DTD UCF CUB CIFAR-100
40
240 225 7.0 ;20 230 2 8.0
2 2 d 2, 7.0 a, 13.0 =%
3 820 3 3 . g 30
S 26.0 e 215 ] 170 | 2
£ 130 80 | 8 g 5.0 8 20 S 9.0
&) O 15 70 &) O &)
= 2.0 60 | = : 120 | =, 5.0 = 20 240 10.0
= 20 6.0 = = 10.0 = = 8.0
] S 0] L0 s 70 ] 12.0 s
E g Kl £10 17.0 8.0 =
“5 104 [20.0 200 | < 9.0 = 5 6.0 = . =10 8.0
S - 16.0 - S 51 90 g0 | ° 2 ° 13.0
B B : B 4.0 40 | | = 6.0 50 | = 9.0 7.0
0 1.0 2.0 0 20 0 L0 o
LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo
(w/o Sub) (w/o LM) (w/o Sub) (w/o LM) (w/o Sub) (w/o LM) (w/o Sub) (w/o LM) (w/o Sub) (w/o LM)
20 RESISC HAM10k Aircraft Food 50 Flower
— — — 25 -
@ @ @ @ @
B 20 530 7.1 g% 120 520 g
Qo Qo Qo Qo Qo
£20 13.0 g £ 20 g 16.0 g 30
O 6.0 @] ] : Q15 16.0 @] 17.0
= 22 2% Ba 70 | 2 S 210
s 16.0 s = =10 S 20
Z 10 z 17.1 Z Z 4.0 2.0 Z L
b 13.0 140 | =107 29 : 210 130 | = 3.0 = o 1o 16.0
1) o 8G 57 1) 6.0 11.0 ° 51 20 B 70 S 10 B 20
x xX 8 . x . xX : x J
= ol 40 ° 29 29 | ° 4.0 20d | ° 40 40 = L0 - 40
LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo LaBo
(w/o Sub) (w/o LM) (w/o Sub) (w/o LM) (w/o Sub) (w/o LM) (w/o Sub) (w/o LM) (w/o Sub)  (w/o LM)

Figure 10. Percentage of invalid concepts identified by humans for different bottlenecks for all 10 datasets except ImageNet (see Figure 6).

Lower percentage is better.

feta cheese and kalamata olives

If you think that this concept is not good for singling out relevant images, select one or more of the following
reasons (if any).

Non-sensical or ungramatical. = Unknown vocabulary = Non visual phrase.

Figure 11. Sample user interface for measuring Factuality. We
provide 10 ground truth images with 2 control images randomly
positioned. Annotators are required to select the images that can
be described by the phrase. The user interface for Groundability
is identical, but the images presented are the top-10 images in the
dataset sorted by CLIP [44] similarity score.

images, 10 of which correspond to the ground truth target
corresponding to the concept, and 2 control images randomly
sampled from other classes. The user interface was accom-
panied by a set of instructions presented in Figure 12.

Invalid Anneotations. In reporting Factuality and Ground-
ability, we disregard annotations that select any of the control
images unless all annotators failed the control for a partic-
ular concept. In total, we disregard 18% of annotations
for this reason. In reporting invalid concepts (non-visual,

non-sensical, or unknown vocabulary), we consider all anno-
tations but consider a bottleneck invalid if at least 2 out of 3
annotators agree.

Analytic Results. Table 15 displays analytic results of Fac-
tuality and Groundability for all datasets. Figure 10 presents
the invalid concept distribution for all datasets separately. It
is worth noting the high percentage of non-visual concepts
in CIFAR-10 and CIFAR-100 compared to other datasets.
We hypothesize that this reflects the annotators’ inability to
see the images clearly due to the low resolution (see Figure
9) rather than the lack of visual content in the concept. For
example, the concepts “small and black” and “blue nose and
tail” were annotated as non-visual for CIFAR-10, and the
concepts “color of trees and grass” and “two large pincers
on its front legs” for CIFAR-100.

E. Qualitative Examples

Figure 9 shows the additional qualitative examples for
the rest 6 datasets (CIFAR-10, CIFAR-100, DTD, Aircraft,
Food101, and RESISC45).



Instructions

In this task you will be provided with a phrase, and a set of images and you will select which
images have a part or aspect that can be described by the phrase. Below are three examples.

Example 1 Phrase: spiky, jagged pattern
v » 7 il N4 A

Phrase: deep red color with yellow
accents

You would select no images, since they flowers are mostly pink and white not red with yellow
accents.

Exaple 3 i Phrase: beautiful, soft pink

[

You would select the first image, since this is the only image that has a pink color.

In some cases, there may be problems with the phrase that make it difficult to associate with
any image. In these cases, please select an option that best describes the issue:

* Non-sensical The phrase is ungramatical or is not understandable.

e Unknown vocubulary The phrase uses words you do not know. For example, the phrase
member of the genus lilium and the family liliaceae

e Non-visual The phrase does not clearly refer to image content. For example associated
with passion, love, and excitement

Hit submit once you are done to register your hit

Select the images that you could describe a part or aspect of using the phrase:

Figure 12. Instructions provided to annotators to compute Factuality and Groundability.



n. of shots Bottleneck Size Discriminability («) Coverage (5) Learning Rate Batch Size

1 5,050 1e” 0.5 le~® 16

= 2 5,050 1e” 1 le™* 32

= 4 5,050 1€” 1 le~* 64
‘g 8 5,050 1e7 1 le™* 128
= 16 5,050 1e” 1 le™* 256
Full 5,050 1€7 5 le~® 1024

1 5,100 e’ 0.5 5¢ 7 16

B 2 5,100 1e” 1 5e5 32

E 4 5,100 1e7 0.1 5e~5 64
= 8 5,100 1e7 0 5e~5 128
< 16 5,100 17 1 5e~5 256
Full 5,100 1€7 0.5 5e~° 256

1 2,050 17 10 le=® 16

Q 2 2,050 1e” 100 le=s 32

0 4 2,050 1e” 10 le~s 64
% 8 2,050 1e7 10 le=? 128
= 16 2,050 1e” 1 le=s 256
Full 2,050 1e” 1 le~5 256

1 2,000 e’ 0 5e P 32

2 2,000 1e” 0 5¢? 64
@ 4 2,000 1e” 0.1 5e~° 128
8 8 2,000 1e7 0 5e~5 256
16 2,000 1e” 1 5e~° 512
Full 2,000 1e” 0.1 5e~° 512

1 5,050 1le” 1 le=® 8

- 2 5,050 1e” 1 le~s 16

= 4 5,050 17 100 le® 32

5 8 5,050 1e7 10 le=? 64
= 16 5,050 1e” 100 le~5 128
Full 5,050 1€7 10 le=® 256

1 2,350 1e7 10 le=® 8

2 2,350 1e7 10 le=5 16

a 4 2,350 1e” 5 les 32

a 8 2,350 1e” 1 le~® 64
16 2,350 1e7 2.5 5¢~5 256
Full 2,350 1e” 75 le* 512

1 350 17 0.1 le=3 4

8 2 350 1e” 0.1 le™3 4

S 4 350 1e7 1 le™ 8

= 8 350 17 10 le—3 8

= 16 350 1¢7 15 le3 16
Full 350 1e7 0.1 5e~4 256

1 2,250 Te” 5 5e P 8

[a 2 2,250 1e” 5 5e=° 16

3 4 2,250 1e” 10 5e° 32

7 8 2,250 1e” 15 5e~? 64
2 16 2,250 17 15 5e=5 128
Full 2,250 1e” 15 5¢~° 256

1 500 1e” 1 le~® 2

o 2 500 1e” 5 5e 4 4

o~ 4 500 1le” 5 le* 8

= 8 500 1e7 1 le~? 16

@) 16 500 1e” 10 le* 32
Full 500 1€7 5 le~* 512

1 5,000 17 7.5 le=® 16

=3 2 5,000 1e” 2.5 le™ 32

; 4 5,000 1€’ 7.5 le=5 64
< 8 5,000 1€” 7.5 le=® 128
) 16 5,000 1e” 5 le= 256
Full 5,000 1e” 0 le~s 512
1 50,000 1e8 0 le 128
= 2 50,000 1e8 0 le=5 256
Z 4 50,000 1e8 0 le® 256
2 8 50,000 1e8 0 le=® 512
£ 16 50,000 1e8 0 le~? 1024
Full 50,000 1¢8 0 le™ 2048

Table 16. All hyperparameters used for the main experiments which are tuned on the development set.



