A. Additional results

In this section, we provide additional results of our method in different application scenarios and results from an ablation study on mask shape augmentation. Fig. 1 demonstrates the ability of our method in editing any region of real images. Our method is able to understand the objects in the reference images and generate corresponding objects in the edited region. The generated objects are highly in harmony with the source images. In Fig. 2, we show results of the same object with different source images, which demonstrates the robustness of our method. The results in Fig. 3 show that our model can produce plausible outputs given arbitrary mask shapes. We also conduct an ablation study on mask shape augmentation. From the results in Fig. 4, we can see that the model fails to generalize to arbitrary masks without this technique. More visual results are shown in Fig. 5.
Figure 2. Results of the same object with different source images. Our method is robust for different objects or different source images, even for some complicated objects, like 'Big Ben'.
Figure 3. The impact of mask shape on the final results.

Figure 4. Importance of mask shape augmentation.
Figure 5. Additional visual results.
B. Limitation and hard-case analysis

Our algorithm achieves an impressive performance on in-the-wild images. Such as the result in Fig. 6(a), we manage to put a car on the head, showing great power to synthesize rare images. However, it struggles with some hard cases. Specifically,
  b) We tried the reference image with multiple instances, but sometimes the output may have a mismatched count of elements. 
  c) When the reference image is not a close-up of a single object, our method can still produce meaningful results by properly composing the concepts. 
  d) The result is robust to the super-large mask with arbitrary shape, though the model tends to fill the mask area and leads to oversized effects. 
  e) For some rarer objects like dinosaur, our method can hardly understand them well. 
  f) Because the majority of the training data is natural photos, our method does not perform well with some artificial images, such as oil paintings.

![Figure 6. Some failure cases.](image)

C. Implementation details

We adopt the Stable Diffusion [4] as our baseline model and choose their publicly released v1-4 model for text-driven image generation as initialization. First, We modify it to a text-driven image inpainting model by expanding 5 additional channels of the first convolution layer in the U-net (4 represents the encoded masked-image and 1 for the mask region). The new added weights are zero-initialized. We choose CLIP [3] pretrained model (ViT-L) as our image encoder and choose its feature from the last hidden state as condition. We utilize 15 fully-connected (FC) layers to decode the feature from the pretrained encoder and inject it into the diffusion process through cross attention. We train the model using exponential moving average of weights and AdamW [2] optimizer with a constant learning rate of $1e^{-5}$. We use the HorizontalFlip ($p = 0.5$), Rotate ($\text{limit} = 20$), Blur ($p = 0.3$) and ElasticTransform ($p = 0.3$) from Albumentations [1] for image augmentation. To quantitatively compare different settings, we adopt the CLIP image encoder (ViT-B) as feature extractor for FID, QS and CLIP Score. For the comparison with Stable Diffusion [4], we utilize their officially released code and pretrained text-driven inpainting model for testing (v1-5-inpainting). For Blended Diffusion (image), we utilize CLIP (ViT-B) image encoder for encoding the reference images, which corresponds to its text encoder.
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