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The supplementary material is organized as follows:

• Section 1 provides the open-set discrimination result
on images generated by a stable-diffusion model.

• Section 2 gives an analysis on two situations for open-
set model attribution: unseen seed model and fine-
tuned model.

• Section 3 gives robustness analysis against common
image perturbations.

• Section 4 shows the full five splits of the OSMA
benchmark.

• Section 5 visualizes randomly selected samples from
the OSMA benchmark.

1. Evaluation on Diffusion Model

We evaluate samples generated by the newly arisen
stable-diffusion model [18]. We use CoCo [13] captions to
generate 1k stable-diffusion samples and test POSE’s open-
set discrimination performance on these samples. Ran-
domly selected samples are shown in Figure 3. As shown
in Figure 1, the AUC point between closed-set and unseen
stable-diffusion samples is 92.40, indicating that POSE is
able to capture the difference in traces of known models
and stable-diffusion model, and recognize stable diffusion
samples as from a new model.

2. Unseen Seed and Finetuned Model

For open-set model attribution, there exist two situa-
tions near the known space boundary, i.e., models trained
with only seed different, and models fine-tuned from the
known models. To analyze how POSE reacts in the two
situations, we train a 2-way POSE classifier on {celeba,
ProGAN celeba seed0}, and test the classifier on seven
unseen models including ProGAN celeba seed1, and six
models finetuned from ProGAN celeba seed0 on the celeba
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Figure 1. Confidence histograms on unseen stable diffusion data
and closed-set data.
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Figure 2. Confidence histograms on data from Pro-
GAN celeba seed0, unseen seed model (ProGAN celeba seed1),
and finetuned models (ProGAN celeba seed0 finetuned).

dataset. We plot in Figure 2 the confidence histograms
for these models and calculate the weight distance between
seen ProGAN celeba seed0 model and seven unseen mod-
els. Specifically, the weight distance between two models is
calculated as follows:

D(W1,W2) =
1

N

N∑
i=1

∥W2,i −W1,i∥
∥W1,i∥

, (1)



where W1 and W2 are weights of two models with the same
architecture. N is the number of layers that are equipped
with learnable weights.

As shown in Figure 2, the POSE classifier is able
to separate samples generated by an unseen seed model
(ProGAN celeba seed1) from seen ProGAN celeba seed0
model. With the finetune step increases (from 200 to
5000), the weight distance between the finetuned model
and the original ProGAN celeba seed0 model increases fol-
lowingly (from 0.001 to 0.019). When the weight distance
reaches 0.019, POSE achieves a clear separation between
the finetuned model and the original model. These results
indicate that POSE is sensitive to trace changes brought
by model weight changes, and is suitable for scenarios
requiring strict attribution.

3. Robustness Analysis
Generated images may undergo post-processings in real-

world scenarios. We evaluate the robustness of POSE
against five common image perturbations, which are Blur-
ring with Gaussian, JPEG compression, Lighting, additive
Gaussian noise, crop, and resize. We evaluate the original
version and immunized version of POSE. The original
version indicates the perturbation is not included in model
training, and the immunized version indicates that the
perturbation is included as a kind of data augmentation
in model training. We plot the OSCR results w.r.t the
strength of each perturbation in Figure 4. As seen, without
immunization, image perturbations would largely influence
the model attribution performance. Nevertheless, with
image perturbations included as data augmentation oper-
ations in model training, the performance drop is largely
relieved. Specifically, the immunized version is rather
robust to Lighting, Noise, and Crop perturbations. For
JPEG compression quality ∼ [80, 100], and blur kernel size
∼ [0, 3], the performance drop could maintain within a 10%
range.

4. Full Dataset Splits
We provide the full five splits of the OSMA benchmark

in Table 1, Table 2, Table 3, Table 4, and Table 5, in which
Table 1 is the same as Table 1 in the main text.

5. Visualization of Dataset Samples
We provide randomly selected samples in the bench-

mark for models trained on CelebA, Face-HQ, ImageNet,
Youtube, LSUN-Bedroom, LSUN-Cat, and LSUN-Bus,
which are shown in Figure 5.
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(a) A blue train in the middle
of a forest.

(b) A chain link fence
contains a building and

rubbish.

(c) A clock sits high on a wall
while below it on the wall

features mosaic tiles.

(d) A group of people in a
field smile holding frisbees.

(e) A soccer player trying to
score a goal.

Figure 3. Randomly selected samples generated by the stable diffusion model.
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Figure 4. Robustness analysis. The results are evaluated on Split 1 of the benchmark.

Table 1. Split 1 of the OSMA benchmark.

Seen Real CelebA Face-HQ ImageNet Youtube LSUN-Bedroom LSUN-Cat LSUN-Bus

Seen Fake StarGAN [4],
ProGAN seed0 [7]

StyleGAN3-r [8],
StyleGAN3-t

SAGAN [19],
SNGAN

FSGAN [16],
FaceSwap [1]

ProGAN seed0,
MMDGAN

StyleGAN,
StyleGAN3

ProGAN,
StyleGAN

Unseen
Fake

Unseen
Seed

ProGAN
(seed1,2,3,4,5) - - - ProGAN

(seed1,2,3,4,5) - -

Unseen
Architec-
ture

SNGAN [15],
AttGAN [5],
MMDGAN [2],
InfoMaxGAN [11]

StyleGAN2 [10],
ProGAN,
StyleGAN [9]

S3GAN [14],
BigGAN [3],
ContraGAN [6]

Wav2Lip [17],
FaceShifter [12]

SNGAN,
InfoMaxGAN

SNGAN,
ProGAN,
MMDGAN,
StyleGAN2

SNGAN,
MMDGAN,
StyleGAN2,
StyleGAN3

Unseen
Dataset ProGAN, StyleGAN, StyleGAN3 (Cow, Sheep, Classroom, Bridge, Kitchen, Airplane, Church)

Unseen Real Coco, Summer

Table 2. Split 2 of the OSMA benchmark

Seen Real CelebA Face-HQ ImageNet Youtube LSUN-Bedroom LSUN-Cat LSUN-Bus

Seen Fake InfoMaxGAN [11],
ProGAN seed1 [7]

StyleGAN [9],
StyleGAN3-t [8]

ContraGAN [6],
SNGAN

FSGAN [16],
FaceShifter [12]

SNGAN,
ProGAN seed1

SNGAN,
StyleGAN2

StyleGAN,
StyleGAN3

Unseen
Fake

Unseen
Seed

ProGAN
(seed0,2,3,4,5) - - - ProGAN

(seed0,2,3,4,5) - -

Unseen
Architec-
ture

SNGAN [15],
AttGAN [5],
MMDGAN [2],
StarGAN [4]

ProGAN,
StyleGAN2 [10],
StyleGAN3-r

S3GAN [14],
BigGAN [3],
SAGAN [19]

Wav2Lip [17],
FaceSwap [1]

MMDGAN,
InfoMaxGAN

ProGAN,
MMDGAN,
StyleGAN,
StyleGAN3

ProGAN,
SNGAN,
MMDGAN,
StyleGAN2

Unseen
Dataset SNGAN, StyleGAN, StyleGAN3 (Cow, Sheep, Classroom, Bridge, Kitchen, Airplane, Church)

Unseen Real Coco, Summer



Table 3. Split 3 of the OSMA benchmark

Seen Real CelebA Face-HQ ImageNet Youtube LSUN-Bedroom LSUN-Cat LSUN-Bus

Seen Fake AttGAN [5],
ProGAN seed2 [7]

ProGAN,
StyleGAN3-t [8]

S3GAN [14],
SNGAN

FaceSwap [1],
FaceShifter [12]

InfoMaxGAN,
ProGAN seed2

SNGAN,
ProGAN

ProGAN,
MMDGAN

Unseen
Fake

Unseen
Seed

ProGAN
(seed0,1,3,4,5) - - - ProGAN

(seed0,1,3,4,5) - -

Unseen
Architec-
ture

SNGAN [15],
InfoMaxGAN [11],
MMDGAN [2],
StarGAN [4]

StyleGAN [9],
StyleGAN2 [10],
StyleGAN3-r

ContraGAN [6],
BigGAN [3],
SAGAN [19]

Wav2Lip [17],
FSGAN [16]

MMDGAN,
SNGAN

StyleGAN2,
MMDGAN,
StyleGAN,
StyleGAN3

SNGAN,
StyleGAN,
StyleGAN3,
StyleGAN2

Unseen
Dataset SNGAN, MMDGAN, ProGAN (Cow, Sheep, Classroom, Bridge, Kitchen, Airplane, Church)

Unseen Real Coco, Summer

Table 4. Split 4 of the OSMA benchmark

Seen Real CelebA Face-HQ ImageNet Youtube LSUN-Bedroom LSUN-Cat LSUN-Bus

Seen Fake SNGAN [15],
ProGAN seed3 [7]

ProGAN,
StyleGAN3-r [8]

ContraGAN [6],
BigGAN [3]

Wav2Lip [17],
FSGAN [16]

SNGAN,
ProGAN seed3

ProGAN,
MMDGAN

SNGAN,
MMDGAN

Unseen
Fake

Unseen
Seed

ProGAN
(seed0,1,2,4,5) - - - ProGAN

(seed0,1,2,4,5) - -

Unseen
Architec-
ture

AttGAN [5],
InfoMaxGAN [11],
MMDGAN [2],
StarGAN [4]

StyleGAN [9],
StyleGAN2 [10],
StyleGAN3-t

S3GAN [14],
SNGAN,
SAGAN [19]

FaceSwap [1],
FaceShifter [12]

MMDGAN,
InfoMaxGAN

SNGAN,
StyleGAN,
StyleGAN2,
StyleGAN3

ProGAN,
StyleGAN,
StyleGAN2,
StyleGAN3

Unseen
Dataset SNGAN, ProGAN, MMDGAN (Cow, Sheep, Classroom, Bridge, Kitchen, Airplane, Church)

Unseen Real Coco, Summer

Table 5. Split 5 of the OSMA benchmark

Seen Real CelebA Face-HQ ImageNet Youtube LSUN-Bedroom LSUN-Cat LSUN-Bus

Seen Fake AttGAN [5],
ProGAN seed4 [7]

StyleGAN [9],
StyleGAN3-t [8]

ContraGAN [6],
BigGAN [3]

FaceSwap [1],
Wav2Lip [17]

InfoMaxGAN,
ProGAN seed4

StyleGAN,
ProGAN

ProGAN,
MMDGAN

Unseen
Fake

Unseen
Seed

ProGAN
(seed0,1,2,3,5) - - - ProGAN

(seed0,1,2,3,5) - -

Unseen
Architec-
ture

SNGAN [15],
InfoMaxGAN [11],
MMDGAN [2],
StarGAN [4]

ProGAN,
StyleGAN2 [10],
StyleGAN3-r

S3GAN [14],
SNGAN,
SAGAN [19]

FaceShifter [12],
FSGAN [16]

MMDGAN,
SNGAN

StyleGAN2,
MMDGAN,
SNGAN,
StyleGAN3

SNGAN,
StyleGAN,
StyleGAN3,
StyleGAN2

Unseen
Dataset ProGAN, MMDGAN, StyleGAN (Cow, Sheep, Classroom, Bridge, Kitchen, Airplane, Church)

Unseen Real Coco, Summer
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Figure 5. Randomly selected samples for models trained on CelebA (a), Face-HQ (b), ImageNet (c), LSUN-Bedroom (d), LSUN-Cat (e),
LSUN-Bus (f), and Youtube (g) dataset. Seen Fake, Unseen Seed and Unseen Architecture are based on Split 1 of the benchmark.
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Figure 5. Randomly selected samples for models trained on CelebA (a), Face-HQ (b), ImageNet (c), LSUN-Bedroom (d), LSUN-Cat (e),
LSUN-Bus (f), and Youtube (g) dataset. Seen Fake, Unseen Seed and Unseen Architecture are based on Split 1 of the benchmark. (cont.)


