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Appendix

A.1. Discussion about the SAD Pre-Training
In Sec.3.3 of the main body, we introduce the prior-

ascribing optimization strategy and experimentally prove its
effectiveness in Sec.4.5. We also summarize the SAD pre-
training scheme and its two possible alternatives. Here, we
analyze each of them in detail.

The first one is that we only utilize clean image semantic
features to train the SAD, as shown in Fig. A1(a). How-
ever, the SAD trained by clean images only is hard to en-
sure the sensitivity to degraded semantics without having
seen them. This will cause a disaster—the SAD may re-
construct an image with high visual quality but semantic
less when a degraded semantic feature is input. Unlike [5],
invertible network is not applicable in our setting since no
task-specific annotations is available. We hope that fSAD

is monotonic in the domain X = {cle, deg1, ..., degN},
which means the more degradation the input feature seman-
tics suffer, the worse the quality of the image reconstructed
by fSAD.

One possible solution is to train fSAD with both clean
and degraded images, with the goal to reconstruct the cor-
responding images from the input semantic representations,
as shown in Fig. A1(b). Such training endow fSAD with
injective property, which guarantees one-to-one mapping
from features to images in domain X . However, this re-
quires a larger number of parameters and a complex struc-
ture for fSAD, since it needs to reconstruct images accu-
rately for diverse input features. As a part of VRD-IR, the
fSAD should be simple and lightweight.

In fact, we hope the SAD can perceive the different
semantic representations, and reconstruct the recognition-
friendly images from the semantic features without degra-
dation. The strict one-to-one mapping is not essential to
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Figure A1. Illustration of different training strategy for SAD. (a)
training on clean images only, (b) training on both clean and de-
graded images with objective to reconstruct both of them accu-
rately, (c) training on both clean and degraded images with our
proposed similarity ranking loss.

fSAD. Based on that, the similarity ranking loss Lsr is con-
strained, which encourages the fSAD to map the clean se-
mantic features to high-quality images, while mapping the
diverse degraded semantic features to a common manifold
space that do not follow the distribution of natural images,
as illustrated in Fig. A1(c). From another point of view, we
simplify the domain X to X ′

= {cle, deg}, and encourage
fSAD to be monotonic in domain X ′

. Our training schedule
reduces the complexity and parameter amount required for
SAD.

A.2. More Details about Datasets

A.2.1. Training Datasets

Dehazing Datasets. We utilize the RESIDE [8] as the train-
ing datasets for image dehazing. It has an Outdoor Training
Set (OTS) consisting of 72,135 outdoor hazy-clean image
pairs, and a Synthetic Objective Testing Set (SOTS) con-
sisting of 500 outdoor hazy-clean image pairs.
Denoising Datasets. We use the combination of
BSD400 [11] and WED [10] as training set for image de-
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Table A1. Complete comparison with state-of-the-art IRSD (i.e., image restoration for single degradation) and IRMD (i.e., image restora-
tion for multiple degradation) approaches for image classification on CUB dataset among two different degradation. The best results are
marked as bold and the second ones are masked by underline.

Model Top-1 V (%) Top-1 R (%) PSNR (dB) SSIM

IRSD

DehazeNet [1] 6.67 17.24 14.29 0.5225
AODNet [7] 24.01 42.06 13.28 0.6415
EPRN [13] 12.05 25.93 14.39 0.6864
FDGAN [3] 62.04 74.23 16.76 0.7545
FFANet [12] 62.32 74.56 16.82 0.7658
DDP [17] 48.26 63.02 15.32 0.7002
DL [4] 64.93 75.24 16.23 0.7567
MPRNet [20] 70.38 78.62 19.23 0.8134
AirNet [6] 68.67 77.14 17.42 0.7981
Restormer [19] 72.47 82.85 19.68 0.8186
VRD-IR (Ours) 72.26 80.67 17.72 0.7853

IRMD

DL [4] 65.62 75.95 16.18 0.7316
MPRNet [20] 69.59 78.15 18.83 0.8000
AirNet [6] 68.19 76.81 16.97 0.7692
VRD-IR (Ours) 72.11 80.55 17.64 0.7790

(a) dehazing

Model Top-1 V (%) Top-1 R (%) PSNR (dB) SSIM

IRSD

CBM3D [1] 20.16 25.41 22.67 0.5237
DnCNN [7] 24.48 38.92 23.01 0.5474
IRCNN [13] 26.98 43.37 25.52 0.7121
FFDNet [3] 22.69 37.51 25.16 0.6982
BRDNet [12] 25.05 41.96 26.28 0.7552
DL [4] 24.84 40.48 26.47 0.7654
MPRNet [20] 25.23 42.35 27.05 0.7894
AirNet [6] 27.85 45.98 26.57 0.7696
Restormer [19] 29.18 47.54 27.46 0.7972
VRD-IR (Ours) 31.95 49.97 26.35 0.7648

IRMD

DL [4] 25.12 42.07 26.33 0.7635
MPRNet [20] 25.18 42.15 26.74 0.7764
AirNet [6] 27.77 45.72 26.42 0.7653
VRD-IR (Ours) 32.00 50.26 26.41 0.7669

(b) denoising

noising. BSD400 contains 400 clean natural images and
WED includes 4,744 natural images.
Deraining Datasets. Rain100L [18] is adopted as the train-
ing set for image deraining, which consists of 200 rainy-
clean training pairs.

A.2.2. Testing Datasets

Dataset for Classification. We choose CUB [16] as our
test dataset for classification evaluation, which has 11,788
images of 200 bird species. It consists of 5,994 images for
training and 5,794 images for testing. Note that the recogni-
tion models (i.e., VGG16, ResNet50 in Sec.4.2 of the main
body) are first pre-trained on clean CUB training set, and
then utilized to evaluate the test images restored by differ-

ent restoraion methods from the degraded test set.

Dataset for Detection. To verify the effectiveness of VRD-
IR on detection, we use CrowdHuman [14] as the evaluation
dataset. It consists of 15,000, 4,370, and 5,000 images for
training, validation, and testing, respectively.

Dataset for Person ReID. We utilize Market1501 [25] for
ReID evaluation. It contains 32,668 person images of 1,501
identities captured by 6 cameras. The training set consists
of 12,936 images of 751 identities, the query set consists of
3,368 images, and the gallery set consists of 19,732 images
of 750 identities.



Table A2. Complete performance comparisons with state-of-the-art IRSD and IRMD approaches for object detection on CrowdHuman
dataset among two different degradation. ↑ means higher the better. The best results are marked as bold and the second ones are masked
by underline.

Model AP ↑ JI ↑ MR ↓ PSNR (dB)

IRSD

DehazeNet [1] 46.77 41.39 85.53 13.13
AODNet [7] 61.08 53.18 75.79 12.13
EPRN [13] 55.45 47.69 81.04 13.26
FDGAN [3] 74.75 63.43 65.32 17.27
FFANet [12] 74.71 63.11 65.56 17.35
DL [4] 76.85 65.13 64.92 18.44
MPRNet [20] 78.49 66.20 63.85 19.16
AirNet [6] 78.21 65.73 64.25 19.07
Restormer [19] 79.11 67.20 63.41 19.53
VRD-IR (Ours) 79.20 67.24 63.35 18.19

IRMD

DL [4] 76.65 64.82 65.08 18.31
MPRNet [20] 78.64 66.52 63.60 19.27
AirNet [6] 78.27 65.87 64.03 19.00
VRD-IR (Ours) 79.33 67.58 63.21 18.25

(a) dehazing

Model AP ↑ JI ↑ MR ↓ PSNR (dB)

IRSD

CBM3D [1] 48.51 41.93 83.69 20.15
DnCNN [7] 56.48 48.89 78.62 22.59
IRCNN [13] 59.08 50.76 78.12 24.10
FFDNet [3] 57.88 50.63 78.27 23.94
BRDNet [12] 58.05 50.98 78.20 24.52
DL [4] 58.36 51.17 77.48 24.72
MPRNet [20] 58.77 51.49 77.15 24.86
AirNet [6] 59.14 51.78 77.16 24.69
Restormer [19] 59.52 51.96 76.43 25.09
VRD-IR (Ours) 59.60 52.33 76.14 24.60

IRMD

DL [4] 58.21 51.06 77.57 24.61
MPRNet [20] 58.98 51.61 76.89 24.98
AirNet [6] 59.36 51.95 77.08 24.66
VRD-IR (Ours) 59.80 52.57 75.89 24.69

(b) denoising

A.3. Additional Results

A.3.1. More Comparisons on Image Classification

In Sec.4.2 of the main body, we demonstrate that our
VRD-IR can benefit the image classification and show re-
sults in Tab.1, Fig.6, and Fig.7. Here, we extend the results
in Tab.1 and show the complete results of the comparison
between VRD-IR and state-of-the-art methods in Tab A1
on dehazing and denoising. We also re-train IRMD meth-
ods with two settings, i.e., one-by-one and all-in-one [6].
As we can see, the VRD-IR is superior to all the compared
methods in most cases. On IRSD dehazing, Restormer [19]
achieves better performance. However, Restormer adopts
transformer-based network. Note that although DL can han-
dle multiple degradation simultaneously, it requires the cor-
ruption types and levels.

A.3.2. More Comparisons on Object Detection

In Sec.4.3 of the main body, we have shown some com-
parison results about object detection. Here, we extend the
results in Tab.2 and show the complete results in Tab. A2.
As we can see, the VRD-IR outperforms all compared base-
line in detection. Note that the evaluation protocols for vi-
sual recognition (e.g., Top-1, AP, JI) are more important
than those for visual quality (e.g., PSNR) in our setting.
The experiment results further demonstrate that higher vi-
sual quality does not mean higher recognition quality. The
reason for this phenomenon is that signal fidelity metrics
(e.g., PSNR, and SSIM) have dominated in the research of
image restoration method, and the optimization for signal
fidelity cannot be optimal for semantic quality due to the
trade-off between them [9].



A.3.3. More Comparison on Person ReID

In Sec.4.4 of the main body, we evaluate the effective-
ness of the VRD-IR in person ReID and show some com-
parison results in Tab.3. Here, we show the complete com-
parison results in Tab A3.

Table A3. Complete performance (%) comparisons of different
methods for person ReID on Market1501 dataset in dehazing and
denoising.

Category Method mAP (%)

Dehazing

DehazeNet [1] 36.85
AODNet [7] 40.74
EPRN [13] 50.56
FDGAN [3] 72.98
FFANet [12] 73.74
MPRNet [20] 75.12

AirNet [6] 74.21
VRD-IR (Ours) 75.83

Denoising

CBM3D [2] 20.41
DnCNN [21] 23.45
IRCNN [22] 54.28
FFDNet [23] 53.33
BRDNet [15] 52.89
MPRNet [20] 54.56

AirNet [6] 54.45
VRD-IR (Ours) 55.64

A.4. Generalization Ability
We further conduct experiments to evaluate the general-

ization ability of the VRD-IR. Note that we train different
methods with hazy, noisy, and rainy images. Then, we test
them on low contrast images, which is an unseen corrup-
tion. Tab A4 shows that our proposed VRD-IR can achieve
better generalization ability to unseen corruptions compared
with other IRMD methods. Fig A2 describes the qualitative
results of different methods along with their feature maps.

Table A4. Performance (%) comparison of different IRMD meth-
ods on CUB VGG16 classification when facing the unseen corrup-
tion low contrast.

Method Top-1 V (%)
MPRNet [20] 36.92
AirNet [6] 35.57
VRD-IR (Ours) 37.40

A.5. Experiments about SAD Pre-Training
In Sec. A.1, we discuss the different SAD pre-training

schemes in details. Here, we show the SAD architecture and
performance of different training schemes. The structure of
SAD is illustrated in Fig A3. As we can see, it only consists
of a couple of RCAB [24] blocks, which is lightweight and

(a) Contrast (g) MPRNet (h) AirNet (i) VRD-IR (j) GT 

Figure A2. Qualitative results of different IRMD methods on un-
seen corruption: low contrast.
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Figure A3. Architecture of the SAD.

simple. We compare the three SAD pre-training schemes
in image classification on dehazing, as shown in Tab. A5.
Among them, C-PT means pre-training SAD with clean
images only, as shown in Fig. A1(a). CD-PT means pre-
training SAD using both clean and various degraded images
with the objective to reconstruct all of them accurately, as
shown in Fig. A1(b). PA-PT denotes pre-training SAD us-
ing our proposed prior-ascribing optimization strategy with
the similarity ranking loss, as shown in Fig. A1(c).

As we can see, “C-PT” suffer a significant performance
drop compared with “PA-PT” when using the same struc-
ture of SAD. On the other hand, “CD-PT” achieve compa-
rable performance with “PA-PT”, but “CD-PT” requires a
larger number of parameters for SAD.

Table A5. Performance comparison of different SAD pre-training
schemes on VGG16 classification in dehazing. “#Params.” means
the number of parameters of SAD.

Scheme #Params. Top-1 V (%)
C-PT 0.90M 64.36
CD-PT 1.43M 72.18
PA-PT 0.90M 72.11

A.6. Broader Impacts
As for the positive impact, the visual recognition-driven

image restoration technology has broad impacts and prac-
tical values in real world scenarios, e.g., autonomous ve-
hicles, since image degradation is a common phenomenon
in imaging systems. Our visual recognition-driven im-
age restoration for multiple degradation can restore diverse
degraded images from the perspective of machine vision,
which can benefit a lot of downstream high-level tasks.
Since the recognition-friendly restoration has long been



overlooked, we hope more methods can be motivated.
As for the negative impact, the image restoration may

cause an invasion of privacy. In some case, the identity of
certain persons will be masked by image degradation for
privacy protection, while the image restoration methods will
restore the degradation and reveal the certain identity. Thus,
the usage of image restoration should be regularized.
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