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A. Performance on ICDAR 2013
On ICDAR 2013 (IC13) benchmark for horizontal scene

text, DeepSolo is pre-trained on a mixture of Synth150K,
MLT17, Total-Text, IC13, IC15, then fine-tuned on IC13 for
1K iterations. During evaluation, we resize the shorter sizes
of images to 1,000 while keeping the longer ones shorter
than 1,824 pixels. Tab. 1 compares the performance of our
method with previous models. DeepSolo achieves the per-
formance of 95.1%, 93.7%, and 90.1% on three metrics.

Method E2E
S W G

MaskTextSpotter [8] 92.2 91.1 86.5
MaskTextSpotter v2 [3] 93.3 91.3 88.2
MANGO [10] 93.4 92.3 88.7
SPTS [9] 93.3 91.7 88.5
DeepSolo (ResNet-50) 95.1 93.7 90.1

Table 1. End-to-end text spotting results on ICDAR 2013.

Figure 1. Qualitative results on ICDAR 2013.

B. Performance on Inverse-Text
Inverse-Text [11] is a newly proposed test set for veri-

fying the robustness of scene text detectors and spotters on
highly rotated texts. It consists of 500 testing images for
arbitrary-shape scene text, with about 40% inverse-like in-
stances. The DeepSolo models reported in Tab. 5 of the
main paper are directly evaluated on Inverse-Text. Results
are shown in Tab. 2. Note that we do not use a stronger rota-
tion augmentation, e.g., angle chosen from [−90◦,+90◦] as
in SwinTextSpotter. Surprisingly, when TextOCR is lever-
aged, the ‘None’ and ‘Full’ performance are additionally
improved by 16.1% and 17.3%, respectively. While replac-
ing ResNet-50 with ViTAEv2-S, there are 4.2% and 4.6%
absolute gain on the two metrics.
Visual Analysis. Some qualitative results from DeepSolo
(ViTAEv2-S) are illustrated in Fig. 2. In the first row, some

Method E2E
None Full

MaskTextSpotter v2 [3] 39.0 43.5
ABCNet [5] 22.2 34.3
ABCNet v2 [6] 34.5 47.4
TESTR [13] 34.2 41.6
SwinTextSpotter [2] 55.4 67.9
SPTS [9] 38.3 46.2
DeepSolo (ResNet-50, data-1) 47.6 53.0
DeepSolo (ResNet-50, data-2) 48.5(+0.9) 53.9(+0.9)
DeepSolo (ResNet-50, data-3) 64.6(+17.0) 71.2(+18.2)
DeepSolo (ViTAEv2-S, data-3) 68.8(+21.2) 75.8(+22.8)

ABCNet v2 w/ Pos.Label ‡ 62.2 76.7
TESTR w/ Pos.Label ‡ 63.1 75.4
SwinTextSpotter ‡ 62.9 74.7

Table 2. End-to-end text spotting results on Inverse-Text. ‘data-
1’ denotes the external dataset is Synth150K as in Tab. 5 of
the main paper. ‘data-2’: ‘Synth150K+MLT17+IC13+IC15’.
‘data-3’: ‘Synth150K+MLT17+IC13+IC15+TextOCR’. ‘‡’: re-
sults from [11], using extensive rotation augmentation.

Figure 2. Qualitative results on Inverse-Text. Some failure cases
are shown in the bottom row.

inverse-like instances can be correctly recognized. How-
ever, as shown in the bottom row, some boundary predic-
tions are not stable, resulting in invalid polygons. Adding
boundary points matching may be helpful. Besides, some
detection results of inverse instances are filtered because
of low confidence score, which can be simply improved by
adopting more extensive rotation augmentation.



#Row Backbone Pre-training Fine-tuning Where in the Main PaperTraining Data lr (Backbone) Iterations Step Training Data lr (Backbone) Iterations Step
1

ResNet-50

Synth150K+Total-Text 1e−4 (1e−5) 350K 300K Total-Text 1e−5 (1e−6) 10K − Tab. 1, 2, 3, 5
2 Synth150K+Total-Text+MLT17+IC13+IC15 1e−4 (1e−5) 375K 320K Total-Text 1e−5 (1e−6) 10K − Tab. 3, 4, 5
3 Synth150K+Total-Text+MLT17+IC13+IC15+TextOCR 1e−4 (1e−5) 435K 375K Total-Text 1e−5 (1e−6) 2K − Tab. 3, 5
4 Synth150K+Total-Text+MLT17+IC13+IC15 1e−4 (1e−5) 375K 320K IC15 1e−5 (1e−6) 3K − Tab. 6
5 Synth150K+Total-Text+MLT17+IC13+IC15+TextOCR 1e−4 (1e−5) 435K 375K IC15 1e−5 (1e−6) 1K − Tab. 6
6 Total-Text 1e−4 (1e−5) 120K 80K − − − − Fig. 3
7 Synth150K+MLT17+IC13+IC15+TextOCR 1e−4 (1e−5) 435K 375K Total-Text+IC13+IC15 2e−5 (2e−6) 6K − Fig. 6
8 Synth150K+Total-Text+MLT17+IC13+IC15 1e−4 (1e−5) 375K 320K CTW1500 5e−5 (5e−6) 12K 8K Tab. 7

9 ResNet-101 Synth150K+Total-Text+MLT17+IC13+IC15 1e−4 (1e−5) 375K 320K Total-Text 1e−5 (1e−6) 10K − Tab. 4

Table 3. Training details of DeepSolo with ResNet. “Step” denotes the iteration step where the learning rate is divided by 10.

C. More Details

The data augmentations include: 1) random rotation with
angle chosen from [−45◦,+45◦]; 2) instance-aware random
crop; 3) random resize and 4) color jitter. For inference
on Total-Text and CTW1500, the image shorter sides are
resized to 1,000. For IC15, following [4, 13], the shorter
sizes are resized to 1,440.

C.1. Details of DeepSolo with ResNet

In this subsection, the training details of DeepSolo
with ResNet [1] (ImageNet pre-trained weights from
TORCHVISION) are listed in Tab. 3 with corresponding
training data. In Fig. 3 of the main paper, the training
schedule of DeepSolo is related to Row #6, i.e., only the
Total-Text training set is utilized. For SPTS [9], we only
plot the final performance since it needs much more data
and a longer training schedule to achieve ideal performance.
The training setting of DeepSolo with line labels is provided
in Row #7. Note that during fine-tuning, the line anno-
tations are used and stronger rotation augmentation (angle
randomly chosen from [−90◦,+90◦]) is adopted.

C.2. Details of DeepSolo with Swin Transformer

In Tab. 4 of the main paper, with Swin Transformer [7],
we pre-train the model for 375K iterations and fine-tune it
on Total-Text for 10K iterations. No part of the backbone is
frozen. During pre-training, the initial learning rate for the
backbone is 1e−4. The drop path rate of Swin-T and Swin-
S is set to 0.2 and 0.3, respectively. During fine-tuning,
we set the learning rate for the backbone to 1e−5, and the
drop path rate to 0.2 and 0.3 for Swin-T and Swin-S. Other
training schedules are the same as Row #2 in Tab. 3.

C.3. Details of DeepSolo with ViTAE

With ViTAE-v2-S [12], the drop path rate is set to 0.3 for
pre-training and 0.2 for fine-tuning. Other schedules are the
same as Swin-S backbone.
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Figure 3. The illustration of line labels at different noisy levels.

Figure 4. Spotting visualizations of DeepSolo using line annota-
tions. The predicted center curve points in each text instance are
connected, forming word lines.

D. More Visualizations

D.1. Visualizations Using Line Annotations

In Sec. 4.5 of the main paper, we study the model sensi-
tivity to different line locations. Here, we provide a group
of visualizations in Fig. 3 to intuitively show the noisy line
locations. Moreover, some qualitative spotting results of
DeepSolo using normal line annotations are presented in
Fig. 4. Without special design, DeepSolo can correctly rec-
ognize most up-side-down text instances with stronger ro-
tation augmentation.



Figure 5. More qualitative results on Total-Text.

D.2. More Qualitative Results on Benchmarks

More qualitative results on Total-Text, ICDAR 2015, and
CTW1500 are provided in Fig. 5, Fig. 6, and Fig. 7.

E. Limitation and Discussion

We adopt the label form which is in line with the reading
order to implicitly guide DeepSolo to learn the text order.
However, when the label form is not in line with the reading
order or the predicted order is incorrect, how to get the ac-
curate recognition result is worth further exploration. In this
work, we do not utilize an explicit language-aware module
to progressively refine recognition results. The combination
of DETR-based DeepSolo and language modeling may be
promising. Besides, we only study the English scene text
spotting framework, we plan to develop a simple and uni-
fied multi-language scene text spotter based on DeepSolo.
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