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Figure 1. Tracking examples of different frameworks from MOT16 training dataset. Each text under image is organized as
⟨frame number(id1, id2, id3, id4, id5)⟩, which indicates the frame number of the image and the identity numbers of objects from
left to right in the red dotted box. In addition, boxes with different colors in the image represent different identities, -1 and red number in
the text represent missed objects and identity switches, respectively.

1. Qualitative Results.

To prove the robustness of the proposed UTM in oc-
clusion scenes, we illustrate the tracking results of Track-
tor [1], JDE method [4], and UTM on MOT16 training
dataset where some continuous frames with complex scenes
are applied. As shown in Figure 1, the predicted trajectories
are specified by the colors of bboxes and the assigned iden-
tity numbers, and the dotted line represents the trajectory
of the last 50 frames. To clearly show the tracking perfor-
mance, we mark the numbers of identity switches (IDS) in
red at the bottom of the image, and apply -1 to represent
missed objects. It can be obviously observed that the track-
ing performance of Tracktor and JDE is not stable enough in
occlusion scenes, e.g., IDS in the 66-th and 81-th frames,
and missed objects in the 56-th frame. In contrast, UTM
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avoids identity switches from the 21-th to 81-th frames
since UTM forms a positive feedback loop with IAFE mod-
ule. It is worth noting that UTM always successfully asso-
ciate the tracklets before and after occlusion to maintain the
complete trajectories, e.g., id-4 is re-associated in the 66-th
frame, while the other two methods assign an new identity
number to the occluded object when it reappears, e.g., id-2
and id-3 of Tracktor, id-4 of JDE.

We further illustrate some qualitative results to show that
the proposed UTM can successfully recognize occluded ob-
jects in complex scenes in Figure 2. The tracked trajec-
tories are specified by different colors, and the red arrows
point to the occluded objects tracked by UTM. As shown in
Figure 2, Tracktor and JDE cannot recognize the occluded
objects, while UTM accurately tracks the occluded objects
through the identity-aware feature enhancement. The ex-
amples in different scenes show the effectiveness of UTM
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Figure 2. Visualized tracking results of the different frameworks on the MOT16 training dataset. Different colors represent different
identities, and the red arrows point to the occluded objects tracked by UTM.

in generating longer and high-quality trajectories in com-
plex scenes.

2. Effect of Different Refined Methods
In this section, we conduct several comparisons between

UTM and existing methods to analyze the effect of different
refined methods. As shown in Table 1, the refined methods
consist of Tracktor [1] and CenterTrack [12], where Track-
tor utilizes the regression head of Faster R-CNN [7] to re-
fine the public detections and does not generate the addi-
tional detections, and CenterTrack initializes a new trajec-
tory if the IoU between private detection and public detec-
tion box is larger than a threshold. Under the Tracktor refin-
ing protocol, the proposed method UTM achieves the better
performance than existing methods on MOTA and HOTA,
e.g., 1.4% and 0.8% improvements. In addition, UTM gets
worse performance than the offline method on IDF1, e.g.,
65.1% vs 66.8%. The reason is that offline methods utilize
the global information from past to future for data associa-
tion, while UTM merely adopts the past information to gen-
erate trajectories. Simultaneously, UTM obtains the better
performance than existing methods on MOTA, IDF1, and
HOTA metrics under the CenterTrack refining protocol. We
attribute the performance improvement to that the proposed
UTM leverages the identity-aware knowledge to enhance
the object detection and feature embedding modules.
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Methods Refined MOTA↑ IDF1↑ HOTA↑ AssA↑ DetA↑ MT↑ ML ↓ FP↓ FN↓ IDS↓
LifTsI(O) [6] Tracktor 58.2 65.2 50.7 54.9 47.1 28.6 33.6 16,850 217,944 1,022
MPNT(O) [2] Tracktor 58.8 61.7 49.0 51.1 47.3 28.8 33.5 17,413 213,594 1,185
LPC(O) [3] Tracktor 59.0 66.8 51.7 56.0 47.7 27.3 35.0 23,102 206,947 1,122
GMTsI(O) [5] Tracktor 59.0 65.9 51.1 55.1 47.6 29.0 33.6 20,395 209,553 1,105
GMT [5] Tracktor 56.2 63.8 49.1 53.9 44.9 21.0 35.5 8,719 236,541 1,778
Tracktor [1] Tracktor 56.3 55.1 44.8 45.1 44.9 21.1 35.3 8,866 235,449 1,987
ArTIST [8] Tracktor 56.7 57.5 - - - 22.4 37.5 12,353 230,437 1,756
TADAM [4] Tracktor 59.7 58.7 - - - - - 9,676 216,029 1,930
TMOH* [9] Tracktor 62.1 62.8 50.4 50.9 50.2 26.9 31.4 10,951 201,195 1,897
UTM Tracktor 63.5 65.1 52.5 53.2 52.5 37.4 27.0 33,683 170,352 1,686
CenterTrack [12] CenterTrack 61.5 59.6 48.2 47.8 49.0 26.4 31.9 14,076 200,672 2,583
ByteTrack [11] CenterTrack 67.4 70.0 56.1 57.5 54.9 31.0 31.2 9,939 172,636 1,331
PermaTrack [10] CenterTrack 73.1 67.2 54.2 51.2 58.0 42.3 19.1 24,577 123,508 3,571
UTM CenterTrack 74.0 75.5 61.0 62.3 60.0 41.7 22.5 14,198 130,212 2,389

Table 1. Comparison with different refined methods under the public detection protocol on MOT17 dataset. Best results are marked in
BLOD. “O” and * indicate the offline methods and post processing methods.
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