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1. Appendix
1.1. Datasets

ICDAR2013 [5] is high-resolution English dataset for fo-
cused scene text detection, including 229 images for training
and 233 images for testing.
ICDAR2015 [4] is a multi-oriented text detection dataset
for English text that includes 1,000 training images and 500
testing images. Scene text images in this dataset were taken
by Google Glasses without taking care of positioning, image
quality, and viewpoint.
MSRA-TD500 [12] is a multi-language dataset that includes
English and Chinese, including 300 training images and 200
testing images. We also include extra 400 training images
from HUST-TR400 [11] following the previous methods [6,
13].
CTW1500 [7] consists of 1,000 training images and 500
testing images which focuses on the curved text. The text
instances are annotated in the text-line level by polygons
with 14 vertices.
Total-Text [2] contains 1,255 training images and 300 testing
images. The text instances are labeled at the word level. It
includes horizontal, multi-oriented, and curved text shapes.
ArT [1] includes 5,603 training images and 4,563 testing
images. It is a large-scale multi-lingual arbitrary-shape scene
text detection dataset. The text regions are annotated by the
polygons with an adaptive number of key points. Note that
it contains Total-Text and CTW1500.
MLT17 [9] includes 9 languages text representing 6 different
scripts annotated by quadrangle. It has 7,200 training images,
1,800 validation images, and 9,000 testing images. We use
both the training set and the validation set in the finetune
period.
MLT19 [8] is a large-scale multi-lingual scene text detection
datasets. It contains 10,000 training images and 10,000
testing images, and labeled at word level.
SynthText [3] It contains 800k synthetic images generated
by blending natural images with artificial text, which are all
word-level annotated.
TextOCR [10] is a large-scale high quality scene text
datasets collected from Open Images1. It contains 30 words
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on average per image. It has 24,902 training images and
3,232 testing images, and is annotated with polygons.

1.2. More Quantitative Results

Multi-lingual Real-to-real Adaptation. We conducted
multi-lingual generalization ability experiments as shown in
Table 1. The results show that the pluggable TCM can also
benefit to multi-lingual scenarios text detection via leverag-
ing the pretrained knowledge of CLIP, which demonstrates
the effectiveness of our method for domain adaptation.

Method MLT17 → MLT19

DBNet [6] 47.4

TCM-DBNet 67.5

Table 1. Real-to-real adaptation. F-measure (%) is reported.

Ablation Study for the Different Predefined Language
Prompt. We conducted ablation study on the predefined
language prompt with different string using TCM-DBNet
in Table 2. Results show that without predefined language
prompt the performance is harmed. In addition, it can be
seen that there is little performance variation with different
predefined language prompt.

Predefined language prompt IC15
“Text” 89.2
“A set of arbitrary-shape text instances” 89.0
“The pixels of many arbitrary-shape text instances” 88.9
without predefined language prompt 87.7

Table 2. Ablation study of the different predefined language prompt.

Ablation Study for Training with Large-scale Dataset.
We conducted ablation study of training TCM-DBNet on
IC15 with extra TextOCR [10] data. As shown in Table 3,
when using additional large-scale TextOCR as training data,
our model can achieve further improvement, suggesting the
compatibility of our method with large-scale datasets.
Ablation study for CLIP Backbone Generalization. We
conducted ablation study to investigate the generalization
performance of DBNet by directly replacing the backbone of
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Model Training data F (%)
TCM-DBNet IC15 89.2
TCM-DBNet IC15+TextOCR 90.4

Table 3. Ablation study of training TCM-DBNet on IC15 with
extra TextOCR data.

DBNet with CLIP backbone, as shown in Table 4. It shows
that the CLIP-R50 can indeed bring benefit for generaliza-
tion. However, integrating with TCM, the performance can
be significantly improved. It suggests that directly using
the pre-trained CLIP-R50 is not strong enough to improve
the generalization performance of the existing text detector,
which further indicates that synergistic interaction between
the detector and the CLIP is important.

Model Backbone ST → IC13 ST → IC13
DBNet R50 71.7 64.0
DBNet CLIP-R50 73.1 67.4
TCM-DBNet CLIP-R50 79.6 76.7

Table 4. Ablation study on CLIP backbone. R50 means ResNet50.

1.3. More Visualization Results

Conditional Cue. We visualize the t-SNE of the generated
conditional cue (cc) on six datasets, as illustrated in Fig. 1.
The structured distribution indicates our model has learned
the distribution of every domain dataset in high-dimensional
feature space, which is useful for improving the generaliza-
tion ability.
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Figure 1. t-SNE of conditional cue (cc). MLT short for MLT17.

Visual Prompt. Fig. 2 - Fig. 5 are more qualitative results of
the image embedding I and the generated visual prompt Ĩ
on CTW1500, Total-Text, MSRA-TD500, and ICDAR2015,
respectively. The visual prompt Ĩ has contains fine-grained
information of text regions.



Figure 2. Visualization results of our method on CTW1500. For each pair, the left is the image embedding I , and the right is the generated
visual prompt Ĩ . Best view in screen.



Figure 3. Visualization results of our method on Total-Text. For each pair, the left is the image embedding I , and the right is the generated
visual prompt Ĩ . Best view in screen.



Figure 4. Visualization results of our method on MSAR-TD500. For each pair, the left is the image embedding I , and the right is the
generated visual prompt Ĩ . Best view in screen.



Figure 5. Visualization results of our method on ICDAR2015. For each pair, the left is the image embedding I , and the right is the generated
visual prompt Ĩ . Best view in screen.
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