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This supplementary material includes the region parti-
tioning details in Sec. 1. In Sec. 2 the model details of
the Transformer blocks and MLP head are elaborated. We
present additional ablation study experiments in Sec 3. Fi-
nally, we illustrate abundant visualizations to validate the
token learning capacity of our model in Sec. 4.

1. Region Partitioning Details

We illustrate here the partitioning details of two
panoramic overviews. The panoramic overview is divided
into several basic regions according to neighbor orientation
similarities and spatial opposite symmetry. In strategy I, we
divide the panoramic overview into nine basic orientation
regions. In yaw direction, we set 60◦ and -60◦ as the divi-
sion degree because of the appearance (or disappearance) of
eyes. In pitch direction, we set 30◦ and -30◦ as the division
degree because of the appearance (or disappearance) of the
nostril and the overlapping of nose and mouth. As such, the
nine basic orientation regions in strategy I are: (0) upper
left, (1) top, (2) upper right, (3) middle left, (4) middle, (5)
middle right, (6) bottom left, (7) bottom, and (8) Bottom
right. As shown in Fig. 1, head poses in the same region are
similar, and the opposite head poses are symmetric.

In strategy II, we divide the yaw direction in a finer-
granularity because the significant facial part changes are
complex when pitch angle is little. As shown in Fig. 2,
in this partition strategy, the middle area of the panoramic
overview is divided into five basic regions. The division de-
gree is set as 60◦ because of the complete disappearance of
eye. We set 20◦ as the other division degree for the start of
the disappearance of eye. Therefore, when the pitch angle
is within -30◦ and 30◦, the basic orientation regions are as
follows: (3) middle left 1, (4) middle left 2, (5) middle, (6)
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Figure 1. Partition strategy I with nine basic orientation regions.

Figure 2. Partition strategy II with 11 basic orientation regions.

middle right 1, and (7) middle right 2.

2. Transformer block and MLP Head Details
Transformer blocks. The Transformer module is con-

structed by stacking identical M blocks. The Transformer



blocks take the the [visual] and [dir] tokens as the
input. Each block comprises a multi-head self-attention
(MSA) module and a multi-layer perception (MLP) mod-
ule, with a layer norm (LN) operation and skip connection
added between the two modules. We modify the MLP mod-
ule such that it is constructed by two linear projections, with
a Tanh(·) activation function and dropout operations in be-
tween. Self-attention (SA) is defined as:

SA(X l) = softmax

(
(X lWQ(X

lWK)T√
s

)
(X lWV ),

(1)
where WQ,WK , and WV ∈ Rd×d represent the query ma-
trix, the key matrix, and the value matrix. X l is the output
of the l-th Transformer layer. s is part of the scaling factor
1√
s
. In SA, s equals the dimension d of the tokens. MSA is

an extension of SA with h self-attention operations, which
are called heads. In MSA, s is typically set to d/h. There-
fore, MSA can be formulated as:

MSA(X l) = [SA1(X
l);SA2(X

l); ...;SAh(X
l)]WP ,

(2)
where WP ∈ R(h·s)×d. After defining MSA, the operations
of a Transformer block can be expressed as:{

X̃ l−1 = MSA[LN(X l−1)] +X l−1,

X l = MLP [LN(X̃ l−1)] + X̃ l−1.
(3)

After the last Transformer layer, the [dir] tokens are se-
lected as the output of Transformer, whereas the [visual]
tokens are not used in the following steps. Therefore,
the output of M Transformer blocks is denoted as S =
{XM

1 , XM
2 , ..., XM

k }, where k is the number of [dir] to-
kens.

Gram–Schmidt process. The orientation tokens S need
to be transformed to rotation matrices for training and pre-
diction. To achieve this, each [dir] token is firstly applied
with a linear projection to obtain a 6D representation of
head pose. Next, the Gram–Schmidt process is applied to
generate the 9D rotation matrix. This transformation is for-
mulated as:

R̂i = FGS(WXM
i ), (4)

where W is the projection matrix, and R̂i is the predicted
rotation matrix of the i-th basic orientation region. FGS(·)
denotes the Gram–Schmidt process that can be expressed
as:

FGS(a1, a2) = [b1, b2, b3], (5)

where a1, a2 ∈ R3 are 3D column vectors of a rotation ma-
trix. bi is 3D column vector of the rotation matrix defined
as:

Table 1. Ablation study on Transformer block hyperparameters,
including token dimension, activation function in MLP module,
and the number of heads in multi-head self-attention. The models
are trained on 300W-LP dataset and tested on AFLW2000 dataset.

Pitch Yaw Roll MAE MAEV
Token dimension

64 5.70 4.54 4.29 4.85 6.04
128 5.54 4.36 4.08 4.66 5.98
386 5.64 4.45 4.22 4.77 6.00

Activation function in MLP module
GELU 5.63 4.35 4.19 4.72 5.98
ReLU 5.71 4.43 4.28 4.80 6.01
Tanh 5.54 4.36 4.08 4.66 5.99

No. of heads in MSA
8 5.77 4.46 4.32 4.85 6.05

12 5.54 4.36 4.08 4.66 5.98
16 5.62 4.42 4.25 4.76 5.99



b1 =
a1

∥a1∥
,

u2 = a2 − (b1 · a2)b1,
b2 =

u2

∥u2∥
,

b3 = b1 × b2.

(6)

A set of rotation matrices C = {R̂1, R̂2, ..., R̂k} can be
generated by the transformation above, where k is the num-
ber of orientation tokens.

3. Additional Ablation Studies
Transformer block parameters. In [1], Transformer

parameters had significant effect on model performance.
Therefore, we investigate different options of Transformer
block parameters. The parameter being studied is varied,
and other parameters are kept constant to token dimension
of 64, GELU activation function, and 8 heads in MSA. The
results are shown in Table 1. The best dimension of token
is 128, the best activation function is Tanh, and best number
of heads is 12.

Number of Transformer blocks. Different numbers of
Transformer blocks are evaluated to check their effect on
HPE. The experimental results are shown in Fig. 3. As the
number of blocks increases, the MAE first decreases then
increases. When the number of blocks is small, the model
has less capacity to learn the complicated facial relation-
ships. When the number of blocks is too large, the model is
difficult to converge, thus resulting in the increase of MAE.
The best result is achieved when the number of blocks is set
to 12.

Number of orientation tokens. The basic orientation
regions have various granularities. We propose two sets
of basic orientation region granularities to compare the ef-
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Figure 3. Effect of the number of Transformer blocks. The models
are trained on 300W-LP dataset and tested on AFLW2000 dataset.

Table 2. Effect of the number of direction tokens. The models
are trained on the 300W-LP dataset and tested on the AFLW2000
dataset. One [dir] token situation has no regional partition.

#[dir] tokens Pitch Yaw Roll MAE MAEV
1 (holistic) 5.79 5.01 4.44 5.08 6.48

9 5.73 4.53 4.29 4.85 6.11
11 5.54 4.36 4.08 4.66 5.98

fect of the orientation tokens. For the first set, facial ori-
entations are divided into nine basic regions in a 3×3 grid.
For the other set, orientations in the yaw directions are fur-
ther divided into five basic regions, resulting in eleven ba-
sic regions. In Table 2, we report the results of the two
sets, in addition to the non-partition in the basic regions
(#[dir]=1). In the situation where exists only one [dir]
token, the model is similar to ViT [2] with one [cls] to-
ken. The results indicate that eleven [dir] tokens exhibit
the best performance. This finding indicates that the eleven
region partitions can effectively represent the basic orienta-
tions.

4. Extra Visualizations
Orientation token learning during training. We cal-

culate the cosine similarity between the orientation tokens
in different training epochs. As Fig. 4 shows, in early
stages, no distinct relationship is learned by the orientation
tokens. As the training epochs increase, general informa-
tion is learned gradually by the orientation tokens. The ori-
entation relationships can be observed in the later training
epochs. In partition strategy I (nine basic orientation re-
gions), take the middle left (region 3) orientation token in
the 30th epoch for example. The similarity scores are higher
in its neighborhood regions (upper left (region 0), bottom
left (region 6)) and spatial symmetric regions, such as mid-
dle right (region 5). Similar results can be observed when
the number of basic orientation regions is set to eleven. Vi-

sualization of orientation token learning in the training stage
validates that general orientation information can be learned
by the orientation tokens.

Heatmap visualization in the inference stage. Grad-
CAM [3] is utilized to investigate the attention distribution
of TokenHPE. The heatmaps in the 2nd, 4th, 6th, 8th, 10th,
12th Transformer blocks are visualized in Fig. 5. In the
first few blocks, the model pays attention to elementary fa-
cial pattens across the face. As the network goes deeper,
the crucial facial parts, such as eyes, nose, mouth and ear,
have higher attention values than other parts. In the last
few blocks, the model pays most attention to the critical
minority facial parts to yield head pose predictions. There-
fore, the heatmap visualization validates that our proposed
TokenHPE can learn the critical minority relationships for
high accuracy HPE.
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Orientation token learning process in model training

Figure 4. Cosine similarity matrix between orientation tokens during model training. The orientation information is learned gradually by
the orientation tokens.
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Figure 5. Heatmap visualization in the 2nd, 4th, 6th, 8th, 10th, 12th Transformer blocks of the TokenHPE model. Arrows and circles
indicate the crucial facial parts to which the model pays attention for the head pose prediction.
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