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A. Comparison on ARKitTrack-VOS-Test

We compare 31 state-of-art recent popular methods [1,
4, 11] using their provided models which are finetuned on
Davis [6] and YoutubeVOS2019 [8]. As shown in Table 1,
the overall performance on our dataset is always lower than
that on DAVIS2017 [6] and YouTubeVOS2019 [8]. It con-
firms that the proposed ARKitTrack is more challenging
than the existing RGB VOS datasets.

B. Quantitative Results

RGB-D VOT. We compare the proposed method with
7 recent RGB-D trackers. The 7 RGB-D tracker includes
3 recent methods (DeT [10], DAL [7], and TSDM [12])
and the top four trackers from the VOT-RGBD 2021 chal-

1As RPCM [9] does not provide a pre-trained model, the results are not
presented

lenge [3] (STARK RGBD, TALGD, ATCAIS, DDiMP).
Among them, ATCAIS and DDiMP are also the top trackers
of VOT-RGBD 2020 challenge [2]. The quantitative results
are shown in Figure 1.

RGB-D VOS. We select 4 state-of-the-art RGB-VOS
methods for comparison on ARKitTrack-VOS-Test, includ-
ing STCN [1], RPCM [9], AOT (SwinB-L) [11] and QDMN
[4]. Besides, We design a variant named STCN RGBD
for RGB-D VOS by adding an additional depth branch to
STCN and fusing RGBD features through concatenation.
The quantitative results are shown in Figure 2 and 3.

C. Frame-level Attributes

We summarize the attribute description of ARKitTrack-
VOT-Test, which is shown in Table 2. We state that per-
frame attribute annotations can be used to fully exploit the
effectiveness of attribute-aware trackers. We follow the pre-

Table 1. Comparison results of 3 state-of-the-art RGB methods on the existing RGB VOS datasets.

Tracker ARKitTrack DAVIS2017 YoutubeVOS2018 Description
J&F ↑ J ↑ F ↑ J&F ↑ J ↑ F ↑ J&F ↑ J ↑ F ↑ Type Year

STCN 0.526 0.491 0.560 0.854 0.822 0.886 0.830 0.799 0.861 RGB 2021
AOT-SwinB-L 0.735 0.704 0.766 0.854 0.824 0.884 0.845 0.811 0.879 RGB 2022
QDMN 0.701 0.670 0.732 0.856 0.825 0.886 0.830 0.862 0.560 RGB 2022

Table 2. Per-frame attributes include 11 manually annotated attributes and 5 ones calculated from the groundtruth.

Tag Attribute Description Annotation

AC Aspect-ratio Change When the ratio between the maximum and minimum aspect in 21 consecutive frames was larger than 1.5. Calculated
BC Background Clutter The background near the target has the similar color or texture as the target. Manually
DC Depth Clutter The depth map near the target has complex depth distribution or the similar depth as the target. Manually
EI Extreme Illumination The target is in low or high light condition. Manually
FM Fast Moving The target center moves by at least 30% of its size in consecutive frames. Calculated
FO Full Occlusion The target is fully occluded. Manually
LD Low Depth Quality When the number of low confidence depth values in the bounding box was more than 50%. Calculated
ND Non-rigid Deformation The non-rigid object deformation. Manually
OP Out-of-plane Rotation Target rotates out of the plane. Manually
OV Out-of-View The target is partially or completely missing in the current view. Manually
PO Partial Occlusion The target is partially occluded. Manually
SO Similar Objects There are adjacent objects whose appearance is similar to the target. Manually
SC Size Change When the ratio between the maximum and minimum target size in 21 consecutive frames is larger than 1.5. Calculated
RT Reflective Target Interface of the target is reflective. Manually
TB Target Blur Target is blurry caused by illumination or motion. Manually
NaN Unassigned There are no aforementioned cases appearing in the frame. Calculated
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Figure 1. Quantitative results of several RGB-D visual tracking methods on ARKitTrack-VOT-Test.
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Figure 2. Quantitative results of several RGB(-D) video object segmentation methods on ARKitTrack-VOS-Test.
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Figure 3. Quantitative results of several RGB(-D) video object segmentation methods over time. GT denotes the groundtruth.

vious works [5, 10] to perform the per-attribute evaluation.

D. Failure Cases
As shown in Figure 4 and 5, we provide some failure

cases to show the limitations of our method. For both VOT
and VOS, our method often suffers target missing when
there are many similar objects or the target moves fast.
Complicated environments, such as occlusion and depth
clutter, can also cause tracking failure.

E. Back-Projected BEV Feature
In our work, we fuse color and depth information in the

BEV space and back-project the fused feature to the im-
age plane for 2D tasks. We visualize some back-projected
features for better understanding, shown in Figure 6. By
exploring the space geometry cues in the BEV space, the
target information can be enhanced.
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Figure 4. Failure cases of RGB-D VOT methods. Our tracker and many other methods fail to track in depth clutter (1st row), fast motion
(2nd row), and similar objects (3rd row).

Figure 5. Failure cases. We box the failed segmentation regions out in the Yellow dashed rectangular. First row: multiple cans with the
same appearance are being selected. We fail to discriminate the target one that is occluded by others. Second row: A person is walking in
a mall. We cannot catch up as the man is covered by the background. Third row: a girl is playing table tennis. We fail to segment as the
target is moving quickly with a large motion blur and depth clutter.



Figure 6. Some examples of the back-projected BEV features.


