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In this supplementary material, we provide the following
sections:

• Section A: Broader Impact and Limitations.

• Section B: Human Mesh Visualization on in-the-wild
data.

• Section C: Memory and Computational Costs of One
PAT Block.

• Section D: More Experiments (image classification
and HMR) and Implementation Details.

• Section E: Generalization to 3D Hand Reconstruction

A. Broader Impact and Limitations

We anticipate that our POTTER can be used for
widespread applications such as motion capture in anima-
tion and movies, virtual AI assistants, and VR/AR content.
Currently, motion capture devices are mandatory for these
applications, which are usually expensive, time-consuming,
and complicated to set up. In contrast, one of the biggest
advantages of our method is that POTTER can reconstruct
3D human mesh directly from 2D images/videos without
extra devices. With the reliable reconstructing quality as
depicted in Section B, POTTER shows a promising impact
as a lightweight model for real-world applications.

There are also a few limitations of POTTER. Although
POTTER can estimate reliable human mesh for in-the-wild
scenarios, the performance would be downgraded when a
severe occlusion exists. Another challenge is POTTER may
fail for the rare and complicated pose scenarios due to lim-
ited training data. We will tackle these issues in future work.

*Work conducted during an internship at OPPO Seattle Research Cen-
ter, USA.

B. Human Mesh Visualization on in-the-wild
data

POTTER achieves superior performance on Human3.6M
[3] and 3DPW [11] datasets as described in the main paper.
However, it is critical to evaluate the actual performance
of our POTTER on in-the-wild data. Reconstructing accu-
rate human mesh on in-the-wild data is an extremely chal-
lenging task due to the different human shapes, scales, pose
variations, and backgrounds from the training data.

In Fig. 1, we show the qualitative comparison with
SOTA transformer-based method METRO [6] in this chal-
lenging scenarios (images are taken from in-the-wild
dataset COCO [7]). Following METRO, we use the SMPL
gender-neutral model [9] for all visualization. Our POT-
TER clearly outperforms METRO in many challenging
cases, where the red circles highlight the area where POT-
TER is more accurate than METRO.

As an image-based method, POTTER can also recon-
struct human mesh sequences given the input videos. In
Fig. 2, we select several frames of the reconstructed hu-
man mesh to illustrate the performance of POTTER. We
also provide the video demo of the entire reconstructed se-
quence in the supplementary material, which demonstrates
the effectiveness of POTTER given the in-the-wild videos.

Since POTTER is a data-driven approach, the perfor-
mance can not be guaranteed if the image is very different
from the training data (i.e. data distribution shift), such as
complicated pose and heavy occlusion (see Fig. 3 for an
example). How to tackle these issues would be our future
work. One potential solution is to use the domain adapta-
tion method to make the trained model adapt to the target
domain for better mesh recovery.
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Figure 1. Qualitative comparison with SOTA transformer-based method METRO [6]. The red circles highlight regions where our POTTER
generates more accurate mesh recoveries than METRO. Images are taken from the in-the-wild COCO [7] dataset.

Table 1. Total parameters and MACs of one PAT block.
Layer Params MACs

PAT

PoolAttn

Patch-wise

Pooling1

10D 9DN
Pooling2

MatMul

Proj1

Embed-wise

Pooling3

10D 9DN
Pooling4

MatMul

Proj2

Projection Proj3 10D 9DN

FFN
MLP1 4D2 4D2N

MLP2 4D2 4D2N

C. Memory and Computational Costs of One
PAT Block

To achieve model efficiency, one PAT block in the pro-
posed method consists of one PoolAttn module with a Feed-
forward Network (FFN). For the layers such as pooling,
layer normalization, and matrix multiplication operations
for the squeezed features, the required memory and compu-
tational costs can be ignored when compared with the pro-
jection or FFN layer. Thus, The total parameters and MACs
of one PAT block given the input [D,h,w] can be estimated
as in Table 1, where the number of patches N = h× w. To
save the memory and computational costs, we utilize depth-
wise convolution [1] served as the “Proj1”, “Proj2”, and
“Proj3”. The PoolAttn only requires 10D params and 9DN



40th frame 60th frame 80th frame 100th frame

120th frame 140th frame 160th frame 180th frame

200th frame 220th frame 240th frame 260th frame

Figure 2. Qualitative results of using POTTER to reconstruct human mesh from an in-the-wild video. Although POTTER is an image-
based method, the frame-by-frame reconstruction still works well. Please refer to our video demo for the reconstructed mesh sequences.
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Figure 3. Failure cases. POTTER may not perform well due to
severe occlusion.

MACs. Compared with the conventional attention module
which requires (4D2 + 4D) params and (4DN2 + 2D2N)
MACs, our PoolAttn significantly reduce the complexity
from O(D2) to O(D).

D. More Experiments and Implementation De-
tails

D.1. Image Classification

For the image classification task, we follow the same
training scheme as PoolFormer [14]. Our model POT-
TER cls is trained for 300 epochs with a cosine learning
rate schedule (The number of warm-up epochs is 5). The
AdamW optimizer [4] is used with weight decay 0.05 and

peak learning rate lr = 1e−3 and batch size 1024. The in-
put image is with the size of [224, 224]. For POTTER cls,
the number of blocks for each stage is [2,2,6,2], which is
the same as PoolFormer-S12. POTTER cls outperforms
PoolFormer-S12 by 1.8 % without increasing the memory
and computational costs.

To further verify that our pooling attention design can
significantly reduce the memory and computational cost
without sacrificing performance, we increase the num-
ber of blocks for each stage as [4,4,12,4], named POT-
TER cls S24. The result is shown in Table 2. With the same
hierarchical architecture, POTTER cls S24 (with PoolAttn)
surpasses Swin-Tiny (with conventional attention) by re-
quiring 72% of Params and 78% of MACs.

D.2. Human Mesh Recovery

For HMR task, the SMPL model [9] is utilized for re-
constructing human mesh. Given the predicted pose param-
eters θ and the shape parameters β, the SMPL model can
return the body mesh M ∈ RN×3 with N = 6890 ver-
tices by the function M = SMPL(θ, β). After obtain-
ing the body mesh M , the body joints J can be regressed
by the predefined joint regression matrix W , which means
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Figure 4. Qualitative results of our POTTER for reconstructing hand mesh.
Table 2. Performance of different types of models on ImageNet-
1K classification task. All these models are only trained on the
ImageNet1K training set. The top-1 accuracy on the validation set
is reported in this table.

Image Size Params (M) MACs (G) Top-1 Acc ↑
RSB-ResNet-50 [13] 224 26 4.1 79.8

DeiT-S [13] 224 22 4.6 79.8
MLP-Mixer-B/16 [10] 224 59 12.7 76.4

PVT-Small [12] 224 25 3.8 79.8
ResMLP-S24 [14] 224 30 6.0 79.4

PoolFormer-S24 [14] 224 21 3.4 80.3
Swin-Mixer-T/D6 [8] 224 23 4.0 79.7

Swin-Tiny [8] 224 29 4.5 81.3
POTTER cls S24 224 21 3.5 81.4

J ∈ Rk×3 = W ·M , where k is the number of joints. The
overall loss during the HMR task can be defined as:

LHMR = w1∥β − β∗∥+ w2∥θ − θ∗∥+ w3∥J − J∗∥
(1)

where * denote the ground-truth value. In our experiments,
we set w1 = 0.01, w2 = 0.01, and w3 = 1.

Our POTTER is trained for 80 epochs with a step learn-
ing rate schedule with lr = 5e − 4 and lrdecay = 0.1. The
Adam [4] optimizer is utilized for training and the batch
size is 32. The input image is resized to 256 × 256. We
show more qualitative results for POTTER on images from
Human3.6M and 3DPW datasets in Fig. 5.

Specifically, we compare our POTTER with THUNDR

[15] in Table 3. Since the code of THUNDR is not released,
we are unable to compute the MACs. POTTER achieves
on-par results compared with THUNDR with 65 % of to-
tal parameters as shown in table 3. We also notice that
THUNDR uses the more recent GHUM Model for the hu-
man mesh regression, while our POTTER and other meth-
ods such as SPIN [5], DSR [2], and TCFormer [16] use the
SMPL Model for human mesh regression. This might be
the reason that THUNDR achieves better performance.

Table 3. 3D Pose and Mesh performance comparison with SOTA
methods on Human3.6M and 3DPW datasets.

Human3.6M 3DPW
Params (M) MACs (G) MPJPE PA-MPJPE MPJPE PA-MPJPE MPVE

METRO 229.2 56.6 54.0 36.7 77.1 47.9 88.2
THUNDR 25 - 48.0 34.9 74.8 51.5 88.0
POTTER 16.3 7.8 56.5 35.1 75.0 44.8 87.4

E. Generalization to 3D Hand Reconstruction
POTTER can be also generalized for other mesh recon-

struction tasks such as 3D hand reconstruction. To demon-
strate this capability, we conduct the experiment on the hand
mesh dataset FreiHand [17]. Without involving extra train-
ing data, POTTER can reconstruct reliable hand mesh. Un-
fortunately, due to the FreiHand online evaluation server be-
ing closed (The CodaLab website announced that the server
is no longer accepting new challenges not new submissions



to old challenges), we are not able to report the test results.
Here we provide the hand mesh visualization of POTTER
in Fig. 4, which demonstrate that POTTER can generalize
well for other tasks such as hand mesh reconstruction.
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Figure 5. More qualitative results of our POTTER for HMR. Im-
ages are taken from Human3.6M and 3DPW datasets
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