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A. Overview
This supplementary material includes:

• Implementation details for exploiting the full data in
the few-shot task (in Sec.B);

• Hyper-parameters validation, e.g., the weight coeffi-
cient of the loss function, the momentum, and the num-
ber and size of multi-crop (in Sec.C);

• More feature visualization results (in Sec.D);

• Results with 95% confidence intervals. (in Sec.E);

B. The implementation details of exploiting the
full data in the few-shot task

State-of-the-art methods usually exploit the full data
in the few-shot task to improve performance, such as
TPN+ATA† [1], TPN+AFA† [2] and RDC† [3]. Exploiting
the full data means that the samples in the query set are also
used but in an unsupervised fashion. In order to maintain
a fair comparison with the methods, the proposed method
(LDP-net†) also exploited the full data in the few-shot task.
We take a few-shot task as an example, and summarize the
implementation details in algorithm 1 in detail. Specifically,
we first train a Logistic Regression Classifier (LRC) using
the support set. Then, we use the trained classifier to make
predictions on the query set. Next, we select some query
samples with high confidence for each class according to
the predictions. Then, we add these selected query samples
to expand the support set. Finally, the classifier is re-trained
on the expanded support set. We repeat this process several
times, and use the last predictions as the final results for the
query set. It is worth noting that, in 1-shot setting, since
there is only one original support sample for each category,
if the selected query samples are directly used to expand
the support set of each category, this will cause noise inter-
ference. To avoid this problem, we average the expanded
support samples of each class. In this way, we always keep
only one support sample per class to train the classifier. For
the 5-shot setting, we directly use all support samples after
expansion to train the classifier.

Algorithm 1 The implementation details of exploiting the
full data
Input: Feature extractor fθs , Logistic Regression Classi-

fier (LRC), the support set TS , the query set TQ
Output: The predictions of TQ

1: Utilize fθs to extract features for all samples
2: Train the LRC using TS
3: Use the trained LRC to make predictions on TQ
4: According to the predictions of TQ, at most ten query

samples are selected for each category to expand the
support set

5: Retrain LRC using the expended support set
6: Use the trained LRC to predict TQ
7: Repeat steps 4 to 6 seven times
8: Use the last predictions as the final results for TQ
9: return The predictions of TQ

C. Hyper-parameters validation

The hyper-parameters of the proposed method include
the coefficient λ1 of self-image knowledge distillation loss,
the coefficient λ2 of cross-image knowledge distillation
loss, the momentum parameter m in cross-episode knowl-
edge distillation, and the size and number of crops. For λ1,
we fix it to 1. We validate the remaining hyper-parameters
on the CUB, Cars, EuroSAT and ISIC datasets respectively.

For the hyper-parameter λ2, we evaluate the perfor-
mance under the values of 0.05, 0.10, 0.15, 0.25 and 0.50
respectively. The experimental results are shown in Fig. 1.
Overall, the performance is not sensitive to the value of λ2.
We set λ2 to 0.15.

For the hyper-parameter m, we vary the values within
the set of {0.990, 0.993, 0.996, 0.997, 0.998, 0.999}. The
experimental results are shown in Fig. 2. It can be seen that
when m changes between 0.990 and 0.999, the four datasets
observe different but minor performance variation. Without
otherwise stated, the value m is set to 0.998 uniformly on
all the datasets.

For the size of crops, we evaluate four cases, i.e., 48×48,
72×72, 96×96 and 128×128. The experimental results are
shown in Table 1. It can be seen that in most cases, crop
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