A. Derivation of Shifted Diffusion

Recall that we define
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we use deduction to prove that
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When t = 1, we know that
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which means (8) holds when ¢t = 1.
Now we prove the case when ¢ > 1. Assume Equation 8 holds for time ¢ = s, which means
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We also know that
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by the property of Gaussian distribution [1], we know that ¢(zs+1 | Zo) is also a Gaussian distribution with mean
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which means Equation 8 holds for ¢ = s + 1 when it holds for ¢ = s. By deduction, we know that since it holds for t = 1, it
holds for any integer.

Specifically, if we choose s; = (1 — /1 — 3;) s, we get

q(z¢|20) = N(2z¢; Varzo +(1 — Var)p, (1 — &)%),

t =
— (677
Vo zg + E Si =
i=1 v

=&, zg +i§::1(1 —v1- ﬁi)#\/z

because

t
=V ay ZO+IJ/Z _\/1_51)\/
a « a «
\FZOﬂM/t\/ \/ \/ T Y By B e ).
Qi Q1 a1 2 (%) a aq
—\/>Zo +(1 — 7
We are now able to get the closed-form expression of posterior q(z;—1 | z¢, zo). We know that
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From [1], we know that
9(z-1121,20) = N (2110, A)
where
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Equation (3) can be obtained by simple derivation.

B. More Experimental Results

Language-free text-to-image generation We provide more results on language-free text-to-image generation in Table 3.
Results in Table 3 are models trained from scratch on corresponding datasets. Results of MM-CelebA-HQ in [34] is based
on a model which is first pre-trained on FFHQ dataset [10]. For fair comparison, we use the code provided by the authors
and train Lafite-2 from scratch on MM-CelebA-HQ, without pre-training on FFHQ.

MS-COCO CUB LN-COCO  MM-CelebA-HQ
Methods IS+ FID} ISt FID| ISt FID] ISt FIDJ

Lafite [35] 27.20 18.04 4.32 2753 1849 39.85 2.89 32.75
Lafite-2 [34] 31.16 10.26 4.93 16.87 23.18 25.,51 291 21.89
Corgi (Ours) 34.14 10.33 5.08 1580 2871 16.16 3.06 19.74

Table 3. Language-free results on MS-COCO, CUB, LN-COCO and MM-CelebA-HQ datasets.
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Figure 15. Generated images of mean embeddings from different Gaussian clusters.

Ablation study on shifted diffusion We already know
that learn-able Gaussians may lead to higher similarity
of generated image embedding to ground-truth embed- o
ding, we would like to further compare them. We train
2 shifted diffusion models, with 1024 fixed/learn-able
Gaussian distributions. After training, we feed random
text captions from the validation set of MS-COCO to the -
e e e e s M
Figure 14. Intuitively, when we set k = 1024, we are
expecting 1024 representative clusters with different se-
mantics, thus we hope every Gaussian has a chance of Figure 14. Frequency of clusters being selected.
being selected. However, as we can see in the figure,
in the case where 1024 fixed Gaussians are introduced,
some Gaussians are never selected which means they contribute nothing to the model. On the contrary, with learned mean
and covariance matrix, every Gaussian has a chance of being selected.

A natural question is, are the clusters semantically different? To answer this question, we generate images by directly
feeding means of different clusters, which are shown in Figure 15. As we can see, embeddings corresponding to different
clusters will lead to generated images that have very different semantics.

(a) 1024 fixed Gaussian (b) 1024 learn-able Gaussian

C. Implementation Details

Our prior model trained on 900M dataset is a decoder-only transformer. We set the width, depth, number of attention
heads to be 2048, 20, 32 respectively. The model is trained for 500,000 iterations with a batch size of 4096. For the prior
model trained on CC15M and baseline prior model in ablation study, we reduce the transformer depth from 20 to 16, while
keeping the width and number of attention heads unchanged. The smaller prior models are trained for 40,000 iterations with
batch size of 4096 on CC15M dataset. AdamW [14] optimizer with learning rate of 1.2 X 1074, 8 =1(0.9,0.96), ¢ = 106,
We drop the encoded text with probability of 0.1 to enable classifier-free guidance sampling. [9]

Our diffusion-based decoder follows DALL-E 2 [20]. Batch sizes are set to be 2048, 1024, 512 for diffusion models
at 64, 256, 1024 resolutions respectively. The models are trained for 1,000,000 iterations. AdamW optimizer with § =
(0.9,0.999), ¢ = 1078 is used for all three models. Learning rate is set to be 10~* for the model at 1024 resolution, while it
is set to be 1.2 x 10~ for the other two models. We drop the encoded text with probability of 0.1 to enable classifier-free
guidance sampling.

Our GAN-based decoder follows the design in [35]. The batch size is set to be 64. Adam optimizer [ | | ] with learning rate
0.0025, 8 = (0,0.99), ¢ = 1078 is used for both generator and discriminator.

D. More Generated Examples

We provide more generated examples and comparisons here.



DALL-E 2 Stable Diffusion

(a) Infinity.

(b) The Starry Night.
-

(g) New York Skyline with *Hello World® written with fireworks on the sky.
Figure 16. Comparison with DALL-E 2 and Stable Diffusion.



DALL-E 2 Stable Diffusion

(a) A portrait of a statue of the Egyptian god Anubis wearing aviator goggles, white t-shirt and leather jacket. A full moon over the city of Los Angeles is in the
background at night.
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(e) A statue of Abraham Lincoln wearing an opaque and shiny astronaut’s helmet. The statue sits on the moon, with the planet Earth in the sky.
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(f) Darth Vader playing with raccoon in Mars during sunset.
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(g) Ground view of the Great Pyramids and Sphinx on the moon’s surface. The back of an astronaut is in the foreground. The planet Earth looms in the sky.

Figure 17. Comparison with DALL-E 2 and Stable Diffusion.



Ours DALL-E 2 Stable Diffusion
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(b) A photograph of an ostrich wearing a fedora and singing soulfully into a microphone.

Earth in the background.

(c) A photo of llama wearing sunglasses standing on the deck of a spaceship with the
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n Rio de Janeiro with Dois Irmaos in the background.

() A punk rock squirrel in a studded leather jacket shouting into a microphone while standing on a lily pad.

Figure 18. Comparison with DALL-E 2 and Stable Diffusion.



Ours DALL-E 2 Stable Diffusion

(a) An iPhone case.
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(d) A laptop screen showing a bunch of photographs.
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(e) A chopper decorated with the Stars aj
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(f) A paranoid android freaking out and jumping into the air because it is su
.

problems, and which operates independently of a central bank.

Figure 19. Comparison with DALL-E 2 and Stable Diffusion.



Ours DALL-E 2 Stable Diffusion

(b) A high resolution photo of a large bowl of ramen. There are several origami boats in the ramen of different colors.
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(e) Close-up portrait of a smiling businesswoman holding a cell phone, oil pain

.
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(g) A gundam stands tall with its sword raised. A city with tall skyscrapers is in the distance, with a mountain and ocean in the background. A dark moon is in the sky.
realistic high-contrast anime illustration.

Figure 20. Comparison with DALL-E 2 and Stable Diffusion.



DALL-E 2 Stable Diffusion
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(a) A high contrast portrait photo of a fluffy hamster wearing an orange beanie and sunglasses holding

(d) A wine glass on top of a dog.
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(g) A cat standing on a horse.

Figure 21. Comparison with DALL-E 2 and Stable Diffusion.



