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Abstract

In this supplementary material, we first prove theorem 1
in Section 1. Then, Section 2 introduces the details of the
proposed method, and Section 3 shows the algorithm of the
proposed PMTrans. Section 4 and Section 5 show the results,
analyses, and ablation experiments to prove the effectiveness
of the proposed PMTrans. Finally, Section 6 shows some
discussions and detials about our proposed work.

1. Proof
1.1. Domain Distribution Estimation with PatchMix

Let H denote the representation spaces with dimension-
ality dim(H), F denote the set of encoding functions i.e.,
the feature extractor and C be the set of decoding functions
i.e. the classifier. Let Pλ be the set of functions to generate
mixup ratio for building the intermediate domain. Further-
more, let PS , PT , and PI be the empirical distributions of
data Ds, Dt, and Di. Define f⋆ ∈ F , c⋆ ∈ C, and P⋆

λ ∈ Pλ

be the minimizers of Eq. 1 and D(PS , PT ) as the measure
of the domain divergence between PS and PT :
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where ℓ is the CE loss. Then, we can reformulate Eq.1 as:

D (PS , PT ) = inf
hs

1,...,h
s
n∈Hs,ht

1,...,h
t
n∈Ht

1

ns × nt

ns∑
i

nt∑
j

(2){
inf
c∈C

∫ 1

0

ℓ
(
f
(
Pλ

(
hs
i ,h

t
j

))
,Pλ

(
ys
i ,y

t
j

))
p(λ)dλ

}
,

*These authors contributed equally to this work.
†Corresponding Author.

where hs
i = f(xs

i ) and ht
j = f(xt

j). Inspired and borrowed
by this work [23], we give proof as follows.

Theorem 1 :Let d ∈ N to represent the number of classes
contained in three sets Ds, Dt, and Di. If dim(H) ≥ d− 1,
Pλ

′ℓ(c⋆(f⋆(xi)),y
s) + (1 − Pλ

′)ℓ(c⋆(f⋆(xi)),y
t) = 0,

then D (PS , PT ) = 0 and the corresponding minimizer c⋆

is a linear function from H to Rd. Denote the scaled mixup
ratio sampled from a learnable Beta distribution as P ′

λ.

Proof: First, the following statement is true if dim(H) ≥
d− 1 :

∃A,H ∈ Rdim(H)×d, b ∈ Rd : A⊤H + b⊤d = Id×d,

where Id×d and 1d denote the d-dimensional identity matrix
and all-one vector, respectively. In fact, b⊤d is a rank-one
matrix, and the rank of the identity matrix is d. Since the
column set span of Id×d needs to be contained in the span of
A⊤H + b⊤d , A⊤H only needs to be a matrix with the rank
d− 1 to meet this requirement.

Let c⋆(h) = A⊤h + b, for all h ∈ H. Let f⋆ (xs
i ) =

Hζs
i ,:

and f⋆
(
xt
j

)
= Hζt

j ,:
be the ζi-th and ζj-th slice of

H , respectively. Specifically, ζsi , ζ
t
i ∈ {1, . . . , d} stand for

the class-index of the examples xs
i and xt

j . Given Eq.1, the
intermediate domain sample xi

ij = P⋆
λ(ai, bj) = P ′

λ · ai +
(1− P ′

λ) · bj , and the definition of cross-entropy loss ℓ, we
get:
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Eq. 3 reveals that the source and target domains are aligned
if mixing the patches from two domains is equivalent to
mixing the corresponding labels.

Furthermore, we see the following:
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Figure 1. (a) Deit/ViT attention scores with the CLS token. (b) Swin attention scores with an output unit of Classifier that refers to Ci . The
dashed line denotes the sequence with each square representing a patch.
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The result follows from A⊤Hζs
i ,:

+ b = yi,ζs
i

for all i, and
A⊤Hζt

j ,:
+ b = yi,ζt

j
for all j. If dim(H) ≥ d− 1, f⋆ (xt

i)

and f⋆
(
xt
j

)
in the representation space H have some de-

grees of freedom to move independently. It also implies that
when Eq. 3 is minimized, the representation of each class
lies on a subspace of dimension dim(H)− d+ 1, and with
larger dim(H), the majority of directions in H-space will
contain zero variance in the class-conditional manifold.

In practice, we utilize Eq. 3 to measure the domain gaps
between the intermediate domain, and other domains and
decrease them in the label and feature space, as illustrated in
the main paper.

2. Details

2.1. Datasets

To evaluate the proposed method, we conduct extensive
experiments on four popular UDA benchmarks, including
Office-31 [17], Office-Home [22], VisDA-2017 [16], and
DomainNet [15].

Office-31 consists of 4110 images of 31 categories, with
three domains: Amazon (A), Webcam (W), and DSLR (D).

Office-Home is collected from four domains: Artistic
images (A), Clip Art (C), Product images (P), and Real-
World images (R) and consists of 15500 images from 65
classes.

VisDA-2017 is a more challenging dataset for synthetic-
to-real domain adaptation. We set 152397 synthetic images
as the source domain data and 55388 real-world images as
the target domain data.

DomainNet is a large-scale benchmark dataset, which
has 345 classes from six domains (Clipart (clp), Infograph
(inf), Painting (pnt), Quickdraw (qdr), Real (rel), and Sketch
(skt)).

2.2. Attention Map

We calculate the attention score in two ways based on
whether the CLS token is present in the sequence. For Swin
Transformer, we adopt a method similar to CAM [31] in-
stead of changing the backbone from CNN to Transformer.
Specifically, for a given image, let fk(x, y) represent the
encoded patch k in the last layer at spatial location (x, y).
The output of Transformer is followed by a global average
pooling (GAP) layer

∑
(x, y) and a linear classification head.

For the specific class Ci, the classification score SCi
is:

SCi
=

∑
j

wCi
j

∑
x,y

fk(x, y), (5)

where wCi
j represents the weight corresponding to class Ci

for unit j in the hidden dimension. Eq.5 ensembles the
semantics over both spatial contexts

∑
(x, y) and the linear

head units
∑

(j). Then given Eq.5, as shown in Fig.1 (b),
for a given Ci, we reallocate the semantic information from
the output of linear head unit of Ci. In detail, we define the
semantic activation map at location (x, y) for a specific class
Ci as:

MCi(x, y) =
∑
j

wCi
j fk(x, y),

where MCi
∈ R2 is the activation for class Ci, and we infer

Ci by the ground-truth label in the source domain and the
pseudo-label in the target domain to obtain the corresponding
class activation map to build the intermediate domain. Then,
we use MCi as the attention map after the softmax operation.

On the other hand, when the CLS token is present in the
output sequence of Transformer like Deit/ViT, we simply
take the attention scores from the self-attention, i.e. the
similarity matrix of each layer i in Transformer Attni ∈
RH×N×N , and take the average in the head dimension H:

Attni =
1

H

∑
h

Attnh,

where N is the sequence length. Next, we only take the CLS
token’s attention after the softmax operation, as shown in



Figure 2. Illustration of the semi-supervised loss in feature space.

Fig.1 (a), and then summarize each layer’s scores to obtain
the final attention scores Attn.

Attn =
1

I

∑
i

Attni.

2.3. Semi-supervised mixup loss in the feature space

In Fig.2, we illustrate the semi-supervised loss in the
feature space by similarity between features (in Fig. 2 (a))
and label spaces(in Fig.2 (b)). To compute the similarity
of features, we use the normalized cosine similarity loss
between the intermediate domain (column) and source/target
domain(row) in the feature space, as shown in Fig.2(a). Each
row denotes the normalized similarity between a sample of
the intermediate domain and counterparts from the source
domains. For example, we first use the cosine similarity to
calculate the similarities between one intermediate sample
”car” and four sources (or target) samples (car, clock, apple,
sketch clock). Then we normalize these similarities. As for
the similarity of outputs (or) labels, since the source sam-
ples are labeled, and the target samples are unlabeled, we
design two different methods to calculate the supervised and
unsupervised label similarities. As for the label similarity be-
tween the intermediate and source domains, the intermediate
and source samples both share the same labels. Therefore,
we define the label similarity yis = ys(ys)⊺, as shown in
Fig.2 (b). Specifically, yis, denoted by the yellow and pink
colors, indicates that the label similarity between samples
is one for these samples with the same labels (zero for dif-
ferent labels). For example, the label similarities between
one intermediate sample ”sketch clock” and four sources (or
target) samples car, clock, apple, and sketch clock are zero,
one, zero, and one. As for the label similarity between the
intermediate and target samples, we only know that the inter-
mediate and source samples both share overlapped patches
due to lack of supervision. Therefore, the label similarity
yit between samples with overlapped patches should be one
(pink color), and others should be zero. And we define the
label similarity yit as identity matrix. For example, the la-

bel similarities between one unlabeled intermediate sample
”sketch clock” and four unlabeled target samples car, real
clock, apple, and sketch clock are zero, zero, zero, and one.
After obtaining the feature and label similarities, we utilize
the CE loss ℓ to measure the discrepancy between these simi-
larities as the domain gap between the intermediate and other
domains.

2.4. Optimization

In our game, m-th player is endowed with a cost function
Jm and strives to reduce its cost, which contributes to the
change of CE. We now define each player’s cost function
Jm as

JF (ωF ,ω−F ) := LS
cls(ωF ,ωC) + αCEs,i,t(ω),

JC (ωC ,ω−C) := LS
cls(ωF ,ωC) + αCEs,i,t(ω),

JP (ωP ,ω−P) := −αCEs,i,t(ω),

(6)

where α is the trade-off parameter, ℓ is the supervised clas-
sification loss for the source domain, and CEs,i,t(ω) is
the discrepancy between the intermediate domain and the
source/target domain. To clarify the min-max process, we
introduce the game’s vector field v(w), which is identical to
the gradient for every player.

Definition 1 (Vector field): .

v(ω) := (▽ωFJF ,▽ωCJC ,▽ωPJP)

By examining Definition.1 with respect to Eq.(6), the process
can be categorized into both cooperation and competition [1].

v(w) =

▽ωFLS
cls(ωF ,ωC)

▽ωCLS
cls(ωF ,ωC)
0

+

 α▽ωF CEs,i,t(ω)
α▽ωC CEs,i,t(ω)
−α▽ωP CEs,i,t(ω)

 ,

(7)
where the left part is related to the gradient of LS

cls(ωF ,ωC),
and the right part denotes the adversarial behavior on pro-
ducing or consuming CE in the network. In this Min-max
CE Game, each player behaves selfishly to reduce their cost
function. This competition on the network’s CE will possi-
bly end with a situation where no one has anything to gain
by changing only one’s strategy, called NE. Note that our
method does not require explicit usage of gradient reverse
layers as the prior GAN-based game design [6]. Our training
is optimized as

v(ω) = ▽(ωF ,ωC)L
S
cls(ωF ,ωC) + α▽ω CEs,i,t(ω). (8)

2.5. Comparisons with Mixup variants

In Fig. 3, we show the visual comparisons between the
PatchMix and mainstream Mixup variants. Mixup [28]
mixes two samples by interpolating both the images and



labels, which suffers from the local ambiguity. CutOut [4]
proposes to randomly mask out square regions of input dur-
ing training to improve the robustness of the CNNs. Since
CutOut decreases the ImageNet localization or object de-
tection performances, CutMix [27] is further introduced to
randomly cut and paste the regions in an image, where the
ground truth labels are also mixed proportionally to the area
of the regions. However, sometimes there is no valid object
in the mixed image due to the random process in augmenta-
tion, but there is still a response in the label space. Therefore,
not all pixels are created equal, and the labels of pixels should
be re-weighted. TransMix [2] is proposed to utilize the atten-
tion map to assign the confidence for the mixed samples and
re-weighted the labels of pixels. In comparison, we unify
these global and local mixup techniques in our PatchMix by
learning to combine two patches to form a mixed patch and
obtain mixed samples. Furthermore, we also learn the hyper-
parameters of the mixup ratio for each patch and effectively
build up the intermediate domain samples.

3. Algorithm

In summary, the whole algorithm to train the proposed
PMTrans is shown in Algorithm 1.

Algorithm 1 Patch-Mix Transformer for Unsupervised Do-
main Adaptation

Require: source domain data Ds and target domain data
Dt.

Ensure: learned parameters of feature extractor ωF , classi-
fier ωC , and PatchMix ωP .

1: for k = 0 to MaxIter do
2: Sample a batch of input from source data and target

data.
3: Encode the patches of source and target inputs by the

patch embedding (Emb) layer.
4: Calculate the normalized attention score for each

patch as Section 2.2.
5: Sample the mixup ratio from Beta(ωP )
6: Construct the intermediate domain input as shown in

Eq. 9.
7: Calculate the semi-supervised mixup loss in the fea-

ture space via Eq. 11.
8: Calculate the semi-supervised mixup loss in the label

space via Eq. 12.
9: Measure the domain divergence between intermediate

domain and other two domains via Eq. 14.
10: Update network parameters ω by optimization (8) via

a AdamW [12] optimizer.
11: end for
12: return ωF , ωC , and ωP

where the related loss functions are shown as follows.
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(12)

CEs,i,t(ω) = Lf (ωF ,ωP) + Ll(ω). (13)

J (ω) := LS
cls(ωF ,ωC) + αCEs,i,t(ω). (14)

Note that these above equations are introduced in detail in
the main paper.

4. Results and Analyses
4.1. The comparisons on the Office-31, Office-

Home, and VisDA-2017

We compare PMTrans with the SoTA methods, including
ResNet- and ViT-based methods. The ResNet-based methods
are FixBi [14], CGDM [5], MCD [18], SWD [9], SCDA [11],
BNM [3], MDD [29], CKB [13], TSA [10], DWL [24],
ILA [19], Symnets [30], CAN [8], and PCT [21]. The ViT-
based methods are SSRT [20], CDTrans [25], and TVT [26],
and we directly quote the results in their original papers for
fair comparison. And the more detailed comparisons on
three datasets are shown as Tab. 1, Tab. 2 , and Tab. 3.

4.2. Training

We show the progress of training on PMTrans-Swin,
PMTrans-Deit, and PMTrans-ViT. To specify how each loss
changes, including semi-supervised mixup loss in the label
space Ll, semi-supervised mixup loss in the feature space
Lf , and source classification loss LS

cls, we conduct the ex-
periment on task A → C on Office-Home for above architec-
tures, and the results are shown in Fig.5. We observe that for
all models, both Lf and Ll drop constantly, which means the
domain gap is reducing as the training evolves. Significantly,
Lf fluctuates more than Ll as it aligns the domains in the
feature space with a higher dimension.



Figure 3. PMTrans and Mixup variants

Figure 4. Accuracy on the task A → C (Office-Home)

Method A → W D→ W W→ D A→ D D→ A W→ A Avg

ResNet-50

R
es

N
et

68.9 68.4 62.5 96.7 60.7 99.3 76.1
BNM 91.5 98.5 100.0 90.3 70.9 71.6 87.1
DWL 89.2 99.2 100.0 91.2 73.1 69.8 87.1
MDD 94.5 98.4 100.0 93.5 74.6 72.2 88.9
TSA 94.8 99.1 100.0 92.6 74.9 74.4 89.3

ILA+CDAN 95.7 99.2 100.0 93.4 72.1 75.4 89.3
PCT 94.6 98.7 99.9 93.8 77.2 76.0 90.0

SCDA 94.2 98.7 99.8 95.2 75.7 76.2 90.0
FixBi 96.1 99.3 100.0 95.0 78.7 79.4 91.4

TVT

V
iT

96.4 99.4 100.0 96.4 84.9 86.0 93.9
Deit-Base 89.2 98.9 100.0 88.7 80.1 79.8 89.5

CDTrans-Deit 96.7 99.0 100.0 97.0 81.1 81.9 92.6
PMTrans-Deit 99.0 99.4 100.0 96.5 81.4 82.1 93.1

ViT-Base 91.2 99.2 100.0 90.4 81.1 80.6 91.1
SSRT-ViT 97.7 99.2 100.0 98.6 83.5 82.2 93.5

PMTrans-ViT 99.1 99.6 100.0 99.4 85.7 86.3 95.0

Swin-Base

Sw
in 97.0 99.2 100.0 95.8 82.4 81.8 92.7

PMTrans-Swin 99.5 99.4 100.0 99.8 86.7 86.5 95.3

Table 1. Comparison with SoTA methods on Office-31. The best
performance is marked as bold.

4.3. Testing

In Fig.4, we testify PMTrans-Swin, PMTrans-ViT, and
PMTrans-Deit on the task A → C on the Office-Home
dataset. From Fig. 4, with the same number of epochs,
PMTrans-ViT achieves faster convergence than PMTrans-
Swin and PMTrans-Deit. Besides, the results further reveal
that our proposed PMTrans with different transformer back-
bones can bridge the source and target domains well and

decrease domain divergence effectively.

4.4. Complexity

We compare our computational budget with the typical
work CDTrans [25] on aligning the source and target do-
mains, excluding the choice of backbone. Precisely, CD-
Trans compute the similarity between patches from two do-
mains by the multi-head self-attention. We are given n as the
sequence length, d as the representation dimension, and c as
the number of classes. The per-layer complexity is O(n2d).
While in PMTrans, we adopt CE loss to close the domain
gap on both the feature and label spaces of the out, whose
complexity is O(d) +O(c). When building the intermediate
domain, PatchMix samples patches element-wisely, and its
complexity is O(n). As attention scores we use are taken
directly from the parameters of Transformer and Classifier,
so it brings no additional cost. PMTrans’s complexity is
O(d+ c+ n), so it is much more lightweight than the cross
attention in CDTrans.

4.5. Attention map visualization for target data

We randomly sample four images from Product (P) of
Office-Home and use the pre-trained models C → P includ-
ing PMTrans-Swin and PMTrans-Deit to infer the attention
maps following the methods described in Sec.2.2. In Fig. 6,
we compare the two PMTrans with their counterparts trained
with only source classification loss. We observe that af-
ter domain alignment, the attention maps tend to be more
focused on the objects i.e. less noise around them. Interest-
ingly, for the image whose ground truth label is pencil
in the fourth row, Swin-based backbone can distinguish it
from plasticine around or attached to it. At the same
time, Deit-based attention covers them all, which may bring
negative effects. When the attention scores are used to scale
the weights of patches during constructing the intermediate
domain in Eq.10, Swin-based architecture can focus more
on semantics while others may not. That may be one of the
reasons why PMTrans-Swin gets superior performance on
many datasets. Similarly, TS-CAM [7] names the original
attention scores from Transformer like Fig.1 (a) as semantic-
agnostic, while what we do in Fig.1 (b) is to reallocate the



Method A→ C A→ P A → R C → A C → P C → R P→ A P→ C P→ R R→ A R→ C R→ P Avg

ResNet-50

R
es

N
et

44.9 66.3 74.3 51.8 61.9 63.6 52.4 39.1 71.2 63.8 45.9 77.2 59.4
MCD 48.9 68.3 74.6 61.3 67.6 68.8 57.0 47.1 75.1 69.1 52.2 79.6 64.1

Symnets 47.7 72.9 78.5 64.2 71.3 74.2 64.2 48.8 79.5 74.5 52.6 82.7 67.6
MDD 54.9 73.7 77.8 60.0 71.4 71.8 61.2 53.6 78.1 72.5 60.2 82.3 68.1
TSA 53.6 75.1 78.3 64.4 73.7 72.5 62.3 49.4 77.5 72.2 58.8 82.1 68.3
CKB 54.7 74.4 77.1 63.7 72.2 71.8 64.1 51.7 78.4 73.1 58.0 82.4 68.5
BNM 56.7 77.5 81.0 67.3 76.3 77.1 65.3 55.1 82.0 73.6 57.0 84.3 71.1
PCT 57.1 78.3 81.4 67.6 77.0 76.5 68.0 55.0 81.3 74.7 60.0 85.3 71.8
FixBi 58.1 77.3 80.4 67.7 79.5 78.1 65.8 57.9 81.7 76.4 62.9 86.7 72.7

TVT

V
iT

74.9 86.8 89.5 82.8 88.0 88.3 79.8 71.9 90.1 85.5 74.6 90.6 83.6
Deit-Base 61.8 79.5 84.3 75.4 78.8 81.2 72.8 55.7 84.4 78.3 59.3 86.0 74.8

CDTrans-Deit 68.8 85.0 86.9 81.5 87.1 87.3 79.6 63.3 88.2 82.0 66.0 90.6 80.5
PMTrans-Deit 71.8 87.3 88.3 83.0 87.7 87.8 78.5 67.4 89.3 81.7 70.7 92.0 82.1

ViT-Base 67.0 85.7 88.1 80.1 84.1 86.7 79.5 67.0 89.4 83.6 70.2 91.2 81.1
SSRT-ViT 75.2 89.0 91.1 85.1 88.3 89.9 85.0 74.2 91.2 85.7 78.6 91.8 85.4

PMTrans-ViT 81.2 91.6 92.4 88.9 91.6 93.0 88.5 80.0 93.4 89.5 82.4 94.5 88.9

Swin-Base

Sw
in 72.7 87.1 90.6 84.3 87.3 89.3 80.6 68.6 90.3 84.8 69.4 91.3 83.6

PMTrans-Swin 81.3 92.9 92.8 88.4 93.4 93.2 87.9 80.4 93.0 89.0 80.9 94.8 89.0

Table 2. Comparison with SoTA methods on Office-Home. The best performance is marked as bold.

Method plane bcycl bus car horse knife mcycl person plant sktbrd train truck Avg

ResNet-50

R
es

N
et

55.1 53.3 61.9 59.1 80.6 17.9 79.7 31.2 81.0 26.5 73.5 8.5 52.4
BNM 89.6 61.5 76.9 55.0 89.3 69.1 81.3 65.5 90.0 47.3 89.1 30.1 70.4
MCD 87.0 60.9 83.7 64.0 88.9 79.6 84.7 76.9 88.6 40.3 83.0 25.8 71.9
SWD 90.8 82.5 81.7 70.5 91.7 69.5 86.3 77.5 87.4 63.6 85.6 29.2 76.4
DWL 90.7 80.2 86.1 67.6 92.4 81.5 86.8 78.0 90.6 57.1 85.6 28.7 77.1

CGDM 93.4 82.7 73.2 68.4 92.9 94.5 88.7 82.1 93.4 82.5 86.8 49.2 82.3
CAN 97 87.2 82.5 74.3 97.8 96.2 90.8 80.7 96.6 96.3 87.5 59.9 87.2
FixBi 96.1 87.8 90.5 90.3 96.8 95.3 92.8 88.7 97.2 94.2 90.9 25.7 87.2

TVT

V
iT

82.9 85.6 77.5 60.5 93.6 98.2 89.4 76.4 93.6 92.0 91.7 55.7 83.1
Deit-Base 98.2 73.0 82.5 62.0 97.3 63.5 96.5 29.8 68.7 86.7 96.7 23.6 73.2

CDTrans-Deit 97.1 90.5 82.4 77.5 96.6 96.1 93.6 88.6 97.9 86.9 90.3 62.8 88.4
PMTrans-Deit 98.2 92.2 88.1 77.0 97.4 95.8 94.0 72.1 97.1 95.2 94.6 51.0 87.7

ViT-Base 99.1 60.7 70.1 82.7 96.5 73.1 97.1 19.7 64.5 94.7 97.2 15.4 72.6
SSRT-ViT 98.9 87.6 89.1 84.8 98.3 98.7 96.3 81.1 94.8 97.9 94.5 43.1 88.8

PMTrans-ViT 98.9 93.7 84.5 73.3 99.0 98.0 96.2 67.8 94.2 98.4 96.6 49.0 87.5

Swin-Base

Sw
in 99.3 63.4 85.9 68.9 95.1 79.6 97.1 29.0 81.4 94.2 97.7 29.6 76.8

PMTrans-Swin 99.4 88.3 88.1 78.9 98.8 98.3 95.8 70.3 94.6 98.3 96.3 48.5 88.0

Table 3. Comparison with SoTA methods on VisDA-2017. The best performance is marked as bold.

semantics from Classifier back into the patches and make it
be aware of specific class activation.

5. Ablation Study

5.1. Batch size

In Tab. 4, we study the effect of the batch size with
different backbones in our proposed PMTrans framework.

As shown in Tab. 4, when the batch size is bigger, the
input can represent the data distributions better, and therefore
the proposed PMTrans based on different backbones with
larger batch sizes generally achieves better performance in
UDA tasks. Considering the hardware limit, we cannot train
models with a batch size of more than 32, so our performance
may be lower than it could be, especially when putting in
the same condition with a 64 batch size as many previous
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ViT-bs8 99.0 92.7 84.3 68.0 99.1 98.5 96.4 37.6 93.6 98.5 96.7 48.2 84.4
ViT-bs16 99.1 91.9 85.9 69.7 99.0 98.5 96.5 43.1 93.8 99.2 96.9 50.5 85.3
ViT-bs24 98.8 92.8 84.5 71.1 99.1 98.3 96.7 58.9 93.8 98.8 96.7 47.7 86.4
ViT-bs32 98.9 93.7 84.5 73.3 99.0 98.0 96.2 67.8 94.2 98.4 96.6 49.0 87.5
Deit-bs8 98.1 89.5 86.9 73.5 97.5 96.9 95.7 71.8 96.3 92.1 95.6 45.5 86.6

Deit-bs16 98.3 90.0 87.0 74.2 97.4 96.9 95.7 72.2 96.7 92.2 95.8 46.5 86.9
Deit-bs24 98.2 90.2 87.0 74.8 97.5 96.8 95.7 73.2 96.8 92.1 95.6 46.9 87.1
Deit-bs32 98.2 92.2 88.1 77.0 97.4 95.8 94.0 72.1 97.1 95.2 94.6 51.0 87.7
Swin-bs8 99.3 87.3 87.7 66.9 98.8 98.1 96.4 57.5 95.2 98.0 96.5 44.2 85.5

Swin-bs16 99.2 87.6 87.5 66.4 98.8 98.3 96.3 58.4 95.4 98.0 96.5 44.6 85.6
Swin-bs24 99.2 88.1 87.3 67.1 98.7 98.2 96.1 67.1 94.0 97.9 96.3 44.2 86.2
Swin-bs32 99.4 88.3 88.1 78.9 98.8 98.3 95.8 70.3 94.6 98.3 96.3 48.5 88.0

Table 4. Comparisons between different backbones with different batch sizes on VisDA-2017. The best performance is marked as bold.
Method A→ C A→ P A → R C → A C → P C → R P→ A P→ C P→ R R→ A R→ C R→ P Avg

w/o class information 81.3 92.9 92.8 88.4 93.4 93.2 87.9 80.4 93.0 89.0 80.9 94.8 89.0
w/ class information 80.9 92.7 93.4 88.9 93.7 93.9 88.3 80.2 93.5 89.4 80.3 95.3 89.2

Table 5. Effect of semi-supervised loss with class information. The best performance is marked as bold.

works do.

5.2. Semi-supervised mixup loss with class informa-
tion

Tab. 5 shows the comparisons between PMTrans, where
the semi-supervised mixup loss combines the class infor-
mation of target data or not. Note that we use the pseudo
labels of target data to calculate the discrepancy between
the features and labels. We agree that the semi-supervised
mixup loss with class information decreases the domain
gaps by reducing the disparity between the feature and label
similarities with supervised techniques.

6. Discussion and Details
6.1. Details of mixing labels

In practice, labels are weighted by attention score, since
attention score of high-response regions accounts for most
of the context ( as shown in Fig. 6). Therefore, mixing the
re-weight labels approximates mixing labels, which is equiv-
alent to mixing patches proved by Theorem.1. Experiments
verify that PMTrans with attention score converges easier
without sacrificing performance.

6.2. Details of semi-supervised losses

Pseudo-label generation in the target domain is done by
every epoch. As the performance of cross-attention in CD-
Trans highly depends on the quality of pseudo labels, it
becomes less effective when the domain gap becomes large.
Therefore, we address this issue in three ways: (a) building

the intermediate domain; (b) re-weighting intermediate im-
ages’ labels; (c) generating the pseudo labels of the target
at each epoch. This way, the pseudo labels of the target are
more reliable as the domain shift decreases, thus enabling
the proposed PMTrans to transfer the knowledge between
domains well.

6.3. Details of yit

Note that yit indeed does not cause any confirmation bias
because yit is defined without considering pseudo labels
of target (as only noisy pseudo labels lead to confirmation
bias). The novelty of our idea lies in that we utilize the
identity matrix to measure the label similarity yit (without
using pseudo labels of target) instead of similarity, like yis,
to decrease the confirmation bias.

6.4. Learning hyper-parameters of mixup

PatchMix mixes patches from two domains for maximizing
CE even if λ is fixed. That is, PatchMix can maximize CE,
and the other two players minimize CE. More importantly,
we propose to learn the parameters of Beta distribution for
the flexible or learnable mixup, so as to build a more effec-
tive intermediate domain for bridging the source and target
domains. Numerically, Tab. 6 in main paper demonstrates
that learning parameters of Beta distribution is superior than
the fixed parameters in the same min-max CE game.

6.5. t-SNE visualization

Source instances are naturally more cohesive than target
instances because only source supervision is accessible be-
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Figure 5. Loss on task A → C (Office-Home). Lines are smoothed for clarity.
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Figure 6. Attention visualization on Swin-based and Deit-based backbones.

fore adaptation. After adaptation, PMTrans constructs the
compact cluster of the target domain instances closer to the
source domain instances than Swin-Base. The comparison
of visualization proves that PMTrans can effectively bridge
the gap between domains.

6.6. Effectiveness of attention score

We conduct an ablation study on Office-Home; and
PMTrans-ViT with or without attention score achieves the
same performance 88.9%. And results show PMTrans with

attention are easier to converge than that without atten-
tion due PMTrans can utilize attention score to obtain high-
response regions.

6.7. Impart of patch size on performance

We compare our PMTrans with SSRT using the same
batch size as 32 for an apple-to-apple comparison. The result
shows that PMTrans achieve comparable performance with
SSRT (88.0% vs. 88.0%), demonstrating the effectiveness
of PMTrans.
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