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1. Proof
Proof. The problem is formulated as
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We break (a) into
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According to Woodbury matrix identity, we have
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and (b) can be written as
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This obviously violates the incremental setting as Ŵ (k)
FCN involves historical data Dtrain
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k Ŵ k−1

FCN

= Ŵ k−1
FCN −RkX

(fe)T
k X (fe)
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Hence, (c) can be written as
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Ŵ k−1
FCN −RkX

(fe)T
k X (fe)
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