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Abstract

Facial expression-based emotion analysis is one of
the most important artificial intelligence research fields.
However, a lot of works still suffer from the low clas-
sification/regression performance caused by overfitting.
Therefore, we propose new noise injection techniques to
alleviate the overfitting problem on the task of facial ex-
pression recognition in the wild. Specifically, both tech-
niques are based on the ResNet-18 architecture, and we
periodically or dynamically add feature-level noise into
the BN+ReLU unit to learn more robust features. The
periodic method needs to probe the optimal hyperpa-
rameter with respect to the interval for the noise injec-
tion through trials and errors. Therefore, we propose
the second method in order to make a dynamic noise
injection mechanism work without a non-trivial time-
consuming hyperparameter search process. Finally, the
performance of the two methods is reported in the exper-
iment. Our experiments on facial expression classifica-
tion with the AffectNet dataset demonstrated the useful-
ness of the proposed approach.

1. Introduction

Facial Expression Recognition(FER) is an important
problem in emotion analysis research through artificial
intelligence. As the human facial expression is one of
the most natural and efficient ways to express human
emotions, it is expected that Al-based agents would be
able to identify and imitate human emotions from facial
expressions during communication and interaction with
users in the near future [18]. In addition, facial expres-
sion recognition can be applied to various industrial do-
mains, such as health care and entertainment, to improve
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A lot of studies have shown that it is possible to
perform facial expression-based human emotion analy-
sis using CNN, one of the deep learning technologies,
with higher performance than traditional machine learn-
ing methods [18]. However, most of the previous studies
[4,13] have worked on FER using facial images captured
under controlled environments (e.g., lab study) [ ]
with discrete emotional stimulation. Therefore, such
methodologies cannot be well applied to practical ap-
plications since they are not able to handle facial ex-
pressions captured in the wild. Moreover, since deep
learning models tend to remember all information in the
data [21], an overfitting problem, can be much more se-
vere in the practical FER domain [9, 15] because emo-
tion analysis through facial expression recognition still
suffers from the lack of large-scale in-the-wild data.

user experience [

s

In order to solve the aforementioned problem, a so-
lution that can distinguish the representative features of
the data from the noise is required [21]. Typical solu-
tions for this include reducing model complexity, en-
semble, and regularization. There exist various tech-
niques for regularization, and representative techniques
include parameter norm penalty, dataset augmentation,
early stopping, and noise injection [2]. Of these tech-
niques, noise injection is known to be effective for cir-
cumventing overfitting and enhancing generalization in
deep learning [6]. There have been a lot of attempts for
noise injection, which can be categorized by 1) when the
noise is injected (e.g., train, test phase), or 2) where the
noise is injected (e.g., input, hidden, and an output layer
of neural networks). For instance, Gaussian noise [3] in-
jection adds noise into the hidden layer during the train-
ing phase, while label smoothing [20] the noise into the
output layer during the training phase.

In general, most noise injection methods usually have
attempted to add small noise continuously in the training



phase for regularization. However, these methods may
not improve performance due to the nature of the do-
main [1]. Unlike traditional noise injection techniques
in which noise injection is continuously performed, in
this paper, we propose a novel approach to dynami-
cally inject noise during a training process. Specifi-
cally, we inject feature-level noise into the layer after
batch normalization in the network for several selected
epochs during the training phase. For this, we pro-
pose two methods to determine when the feature-level
noise is injected into the network: 1) periodic method
and 2) dynamic method. In the first approach, a model
is given the feature-level noise every T epochs. Con-
versely, the second approach automatically determines
the timing for noise injection through the use of a modi-
fied ReLU function. Through these methods, the model
can be trained to distinguish the representative features
of the data from the noise well. Finally, the experi-
ment on facial expression classification in the wild us-
ing the AffectNet database revealed that the proposed
approach could contribute to the higher generalizability
of the FER model in the wild.

2. Overfitting and Regularization

Overfitting is one of the widely recognized issues in
deep learning. There are various causes, but representa-
tive ones include model complexity [22], a small amount
of data, and a large amount of data noise. This problem
is never applicable in real applications as it produces re-
sults that cannot be generalized to unseen data during
training. To solve this problem, many studies have been
conducted in terms of regularization to construct a gen-
eralizable model. Regularization is a popular technique
used to prevent overfitting and improve the generaliza-
tion performance of a neural network model. Generally,
regularization methods add a penalty term to the loss
function of a model or injects some noise to the lay-
ers to discourage the model from overfitting the train-
ing data [ 1]. For example, L1 regularization, L2 regu-
larization, Dropout, Data augmentation, Early stopping,
Batch normalization, DropConnect, and noise injection
are the most commonly used methods.

Dropout is one of the popular regularization meth-
ods that involves randomly dropping out or deactivating
some neurons during training, which means that several
neurons do not contribute to the forward or backward
propagation of the network for a particular training ex-
ample. Every time a dropout mask is applied during
training, a different set of neurons is dropped out, re-
sulting in a different neural network with different acti-
vations. Therefore, it is often said that the use of dropout
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during training effectively creates an ensemble of multi-
ple neural networks with shared weights [7].

On the other hand, noise injection techniques add
noise data to improve the generalization performance of
neural network models. The goal of this technique is
to improve the signal-to-noise ratio (SNR) by increas-
ing the strength of the signal relative to the noise. It is
also known that noise injection is more effective when
noise not correlated with representative features of the
data is given [5, 15]. By adding the noise to the input,
hidden layer, parameters, and output layer, the model is
forced to learn more robust features that are less sensi-
tive to variations in the input data [12]. This leads to
the improvement of the generalization performance of
a deep learning model. Generally, it involves continu-
ously adding random small noises to the input or hidden
layers of the model during training.

It is obvious that previous studies on regularization
have contributed to performance improvement in vari-
ous domains which have enough training and validation
samples. However, FER in-the-wild domain in particu-
lar still suffers from the lack of large-scale data as well
as an overfitting problem, the effects of existing regu-
lation techniques might not be working well. There-
fore, we explore how popular regulation techniques,
such as dropout and noise injection work for this do-
main, and propose an improved version of noise injec-
tion to improve the robustness of a deep learning-based
FER model.

3. Method

In this section, we describe the proposed dynamic
noise injection method in more detail. First, we explain
the period-based noise injection method which adds a
feature-level noise for every fixed interval. Then, we
describe an improved version of the dynamic injection
method which automatically determines the time for
adding noises.

The model used in this study is Resnet18, which con-
sists of a sequence of Conv+BN+ReLU modules. In the
proposed approach, we modified the BN+ReLU module
to simply change the sign of the feature value for certain
epochs, resulting in noisy input data for the subsequent
layers. This provides a similar effect as if large noises
are given to the network when the model is utilized in
a practical environment, different from the small noises
used in existing noise injection techniques.

3.1. Periodic Noise Injection

The workflow of the proposed period-based noise in-
jection is shown in Algorithm 1. In this approach, the



Algorithm 1: Period-based noise injection

interval = T

step=0

flag = False

while network training do

step +=1

if flag equals to True then
After Batch Normalization:
feature *= -1 (noise injection)

end

if step % interval == interval - 1 then

| flag = NOT flag (toggle)
end

end

(a) 1 (b) ¢

Constant

Figure 1. Original ReLU (a) and CliffReLU (b)

interval T is a hyper-parameter used to determine the
timing for toggling the flag, therefore, it is necessary to
manually find and set an appropriate value. Through var-
ious experiments, we found that 1) if the time interval is
set too short, a model tends to be not trained; 2) with
too long intervals, though training occurred, the model
performance did not show much improvement. There-
fore, the interval parameter should be carefully selected
to achieve performance improvement in FER models,
which is not trivial. To overcome this limitation, we also
propose a method to automatically add the noise to the
layer through a modified version of the ReLU activation
function.

3.2. Dynamic Noise Injection

In period-based noise injection, the interval T has to
be manually set to change the sign of feature maps af-
ter the BN+ReLU unit. In order to determine the op-
timal interval value for the periodic noise injection, a
lot of trial and error is required. To solve this issue we
proposed dynamic noise injection by using AutoReLU
also introduced in this paper. Dynamic noise injection
method automatically changes the sign of feature values
through a modified version of ReLU activation called
AutoReLUI.
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Figure 2. Process of the proposed noise injection methods

3.2.1 AutoReLU

As shown in Fig 2 (c) and (d), AutoReLU has three
stages. First, we compute element-wise product of
the feature representations from previous layers by
weight parameter w. Second, these features go through
CliffReLU function, which drops the value over Con-
stant into zero, also represented as follows :

(0 < & < Constant)

(x <0,z > Constant) M)

. y==x
Clif fRelU{] —

where y denotes activated feature representation after
CliffReLLU and x is input. Constant is arbitrary value
which is hyperparameter. Activated features are divided
by absolute value of w. Note that AutoReLU can be ap-
plied only if all w are initialized with a positive value,
but less than 1. Finally, AutoReLU is illustrated by
equation 2.

2

With implemented AutoReLLU, dynamic noise injec-
tion is conducted as follows:

y = Clif fReLU (zw)/w

» Step 1: As learning progresses, all w converges to
a value close to 0 and most of w remains in the
positive value.

» Step 2: At a certain forward step, all w changes to a
negative number close to 0, which is caused by the



+Periodic +Dynamic
Resnet18 | +Dropout
injection injection
Train
41.24 54.99 37.56 36.91
Loss
Validation
0.34 0.32 0.38 0.39
Fl1

Table 1. Summary of performance evaluation

re-initialization of each w into a mean of all w be-
fore each forward step starts, and the sign remains
negative for a certain period of time.

» Step 3: This process repeats changing values of w
from positive to negative, and vice versa.

As shown in Figure 2, if w is a positive number as in
the red part(Fig 2(c)), it proceeds in a very similar way to
the process of period-based noise injection with a False
flag(Fig 2(a)), which means we do not add any noise.
However, when all w is changed to a negative number as
in the blue part(Fig 2(d)), the noise injection is applied.

4. Experiments and Results
4.1. Dataset

We evaluated the effectiveness of the proposed
method for the facial expression classification task with
the AffectNet [14] dataset. The dataset was created
to enable the development and evaluation of facial ex-
pression recognition algorithms in real-world scenar-
ios. The images included in the dataset are divided
into seven basic emotions: anger, disgust, fear, hap-
piness, sadness, surprise, and neutral. The AffectNet
dataset has been widely used in research on facial ex-
pression recognition, emotion detection, and affective
computing. It has also been used in various applications,
such as human-computer interaction, virtual reality, and
robotics. Through various experiments, we report the F1
score from the validation phase and training loss.

4.2. Training detail

We set our training environment as follows. A batch
size of 64 and the ADAM optimizer with a learning rate
of 0.0001, and weight decay with a value of 0.0001. All
models were trained from scratch.

All the experiments were conducted using a GPU
server equipped with two NVIDIA RTX 3090 GPUs,
128 GB RAM, and an Intel i19-10940X CPU. We used
the Pytorch framework for the implementation, training,
and evaluation of the model.
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Figure 3. Training loss of Resnet18 and Resnet18 with period-
based noise injection
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Figure 4. Validation F1 score of Resnet18 and Resnet18 with
period-based noise injection

4.3. Baseline versus period-based noise injection

To evaluate the effectiveness of the proposed peri-
odic noise injection approach, we compared the classifi-
cation performance of the original ResNet18 (baseline)
and that of the Resnet18 to which the period-based noise
injection technique is applied. As shown in the tablel, in
the case of the baseline, the max F1 score was observed
to be about 0.34, whereas, the period-based noise injec-
tion technique achieved an F1 score of 0.38. In addition,
train loss of ResNetl8 with periodic noise injection is
observed to be lower than the baseline by 3.68. Such
result can be explained by the following. The most no-
table feature of the periodic dynamic injection method
is that the training loss increases explosively at a spe-
cific time point and the validation score for the F1 score
dropped drastically, which is caused by noises injected
periodically. This trend can be shown in Fig. 3, 4.

In addition, ResNet’s building blocks consist of
three BN+ReLU units. Through various experiments,
we could find that adding noise into only a single
BN+ReLU unit in the block led to the best performance.
There was no significant difference in performance de-
pending on where the noise was injected. Conversely,
if noise was injected into all of the BN+ReLU units to-
gether, we could not find any performance improvement.
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Figure 5. Training loss of Resnet18 and Resnet18 with dropout
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Figure 6. Validation F1 score of Resnet18 and Resnet18 with
dropout

4.4. Effect of Dropout to the Baseline

It is well known that adding a dropout module to the
convolution layer improves the performance of CNNs
for various classification tasks [17]. Therefore, we ap-
plied dropout to the baseline model and evaluated its
performance in facial expression classification in the
wild. However, as shown in Table 1, it was observed
that the performance of ResNet18 with dropout was even
lower than the original ResNetl8 by 0.02. In other
words, it could be said that the dropout technique might
not be suitable for the FER in-the-wild domain. How-
ever, we could observe that the periodic noise injection
method could improve the performance even when it is
applied to baseline with dropout (See Fig. 5, 6,9).

In the case of a general-domain datasets, such as
CIFAR-10 [8] and Stanford Cars [10], the performance
improvement was observed in Resnetl8 with dropout
applied. In other words, the dropout technique is not
suitable for the expression-based emotion recognition
domain. However, it was confirmed that the period-
based noise injection method improves the performance
(i.e., 0.35 in terms of F1 score) even when it is applied
to the baseline with dropout (See Fig. 7, 8).

4.5. Periodic vs Dynamic noise injection

Finally, we show the effectiveness of the proposed
dynamic noise injection method. In Table 1, we can see
the training loss and F1 scores of the Periodic injection
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Figure 7. Training loss of Resnet18 with dropout and Resnet18
with both dropout and period-based noise injection
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Figure 8. Validation F1 score of Resnet18 with dropout and
Resnet18 with both dropout and period-based noise injection
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Figure 9. Validation F1 score of Resnet18 and Resnet18 with
both dropout and period-based noise injection

and Dynamic noise injection, and it turns out that there
is no significant difference between them. It shows that
there is no need to undergo the process of trial and error
in order to find the optimal interval T (Refer to Fig. 10,
11). In particular, through the experiments, we could
find that dynamic noise injection more frequently and
irregularly injects feature-level noise into the network
compared to the periodic approach, while achieving a
similar level of performance.

5. Conclusion

Facial expression-based emotion recognition in the
wild still suffers from the low classification performance
caused by overfitting problems. Therefore, the use of
appropriate regularization techniques is very important
to improve the robustness of models. In this paper, we
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Figure 10. Training loss of Resnet18 with period-based noise
injection and Resnet18 with dynamic noise injection
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Figure 11. Validation F1 score of Resnet18 with period-based
noise injection and Resnet18 with dynamic noise injection

proposed a new type of noise injection technique that
can adaptively and dynamically add feature-level noise
to the network during the training process. Through var-
ious experiments, it was confirmed that the proposed
technique contributed significantly to performance im-
provement for the facial expression classification task in
the wild. However, we still have several limitations that
need to be addressed in the future: 1) the proposed tech-
niques are tested only for the Resnet18 model. More re-
cent networks need to be tested as well. 2) currently we
only evaluated our approach on the AffectNet dataset.
Our future study will include more datasets and net-
works as well as different kinds of tasks (e.g., VA es-
timation, AU detection, etc). 3) we could observe that
a learning rate scheduler should be carefully used in the
learning process because weights are not updated after a
certain epoch in some cases.
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