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Abstract

The use of helmets by motorcyclists is an effective way to reduce the risk of head injuries and fatalities in case of accidents. However, many countries still face the challenge of enforcing the helmet rule and ensuring compliance among riders. In this paper, we propose a novel framework that can differentiate between the driver and passengers and detect helmet rule violations for each rider empowered by computer vision and deep learning techniques. In the real-world scenario, there are many small and obstacle objects in each frame, which is a significant challenge, even with state-of-the-art detectors. To address this challenge, we employ an additional head detection module and a custom tracking algorithm that leverage auxiliary information such as moving direction, to improve detection performance on small and obstacle objects. This solution results in a significant improvement of 16% on mAP. Our complete framework achieves a final score of 69.97% on the 2023 AI City Challenge - Track 5 [18] and ranks third among the competing teams.

1. Introduction

Motorcycles have become a widely used form of transportation due to their affordability and ease of use [21]. According to the World Health Organization, wearing a helmet can reduce the risk of head injury by 69% and death by 42% in the event of a crash [3]. Despite the imposing of laws requiring helmet use, compliance remains low, particularly in developing countries [1, 2, 28]. Thus, developing automatic helmet detection systems to ensure traffic safety and reduce the cost of law enforcement is of utmost importance. To this end, numerous systems have been developed for monitoring motorbikes and detecting violations of the helmet rule. For instance, previous works in [6, 7] have shown the early success of automated helmet violation detection systems by utilizing Computer Vision and Deep Learning techniques to help to solve the problem of helmet law violations.

In the last few years, with the booming development of Artificial Intelligence and Deep Learning, many state-of-the-art object detection techniques have been proposed and achieved high accuracy across numerous tasks [5, 11, 12, 16, 22, 22, 24–26]. These techniques help to tackle challenging problems of Traffic Management Systems, including detecting and counting vehicles for density estimation, speed estimation, vehicle classification, and violation detection [9, 17, 29]. However, current methods still face some common challenges in real transportation scenarios such as class imbalance, occlusion, and viewing perspective, which exist in the 2023 AI City Challenge - Track 5 problem.

In this paper, we propose a novel framework to detect helmet rule violations for motorcyclists ap-
plied to the 2023 AI City Challenge - Track 5. As illustrated in Fig.1, our proposed system consists of three main modules as follows:

- **Object detection module:** Two detection modules are proposed, with one module localizing human heads, and the other detecting motorbikes and their corresponding drivers and passengers along with information regarding whether they are wearing helmets. Within each module, we opt for ensemble techniques, then a boxes-fusion algorithm combines outputs from sources to produce the final result.

- **Object association module:** Since the detection modules identify objects such as head, motorbike, driver, and passenger, independently, we develop an object association module to attach them together. This module is also responsible for counting the number of humans on the motorcycle.

- **Post-processing for tracking module:** This module deals with the challenge of correctly detecting far and small objects by re-attaching the small object’s class. Due to the similarities between classes and low resolution, common Re-Identification (ReID) [34] methods are incapable of delivering high detection accuracy. Thus, we propose a post-processing technique for the tracking algorithm, which utilizes object attributes such as vehicle direction, and the number of passengers to boost the overall accuracy from 53.95% to 69.97%.

2. Background

2.1. Object detection

Object detection algorithms can be categorized into two main groups: two-stage and one-stage methods. Two-stage methods, such as Mask R-CNN [12], R-CNN [11], FPN [16] and Fast R-CNN [10], first generate region proposals and then classify the proposals as objects or backgrounds. One-stage methods, such as YOLO [5, 24–26], and EfficientDet [32], directly predict the class and location of objects in a single shot. Both methods have their strengths and weaknesses and have been improved significantly over the years. Additionally, recent advancements in object detection including the use of attention mechanisms, transformer-based models, and efficient backbones have been studied and obtained promising results.

2.2. Multiple object tracking

Multi-object tracking (MOT) aims to associate detected objects across video frames. MOT algorithms typically consist of two main components: detection and association. Detection is the process of finding the objects in each frame, while the association process links the detection results across frames to form consistent trajectories. Simple Online Real-time Tracker (SORT) [4] is a simple tracking approach based on the Hungarian Algorithm [14] for data association and utilizes the Kalman Filter [13] to fuse the location of the predicted tracklets and the detection boxes to improve the results. In our system, we exploit the SORT tracking algorithm by extending its features, including motorbike direction. These features help our post-processing for tracking module to accurately reassign passenger positions.

3. System Architecture

Our proposed system processes video streams frame-by-frame through three components, including Object detection, Object association, and Post-processing for tracking module as depicted in Fig. 1. The object detection component is responsible for detecting all necessary objects in each frame, while the object association component connects each driver/passenger to the corresponding motorcycle and identifies the number of humans on the motorcycle. Last but not least, we design a post-processing for tracking approach to utilize object information to accurately reassign human classes, resulting in significant improvement in overall system performance.

3.1. Object detection module

This module consists of two models. The first model is Helmet Detection for Motorcyclists to detect 7 different object classes including motorbike,
Figure 1. System Architecture. The object detection block comprises two modules for detecting the heads and helmets of motorcyclists. The object association block associates the outputs from these models to match their corresponding motorbikes with head and human objects. Subsequently, the post-processing for tracking block tracks all the motorbikes and employs our extension block, the Selection Sort (the yellow block), to reassign the corrected class for each human’s box on those motorbikes before returning the final results.

However, there is a class imbalance problem that results in poor detection performance in minor classes. Therefore, we use the second model, which is Head Detection to detect the head of each rider and utilize its output as additional information for the first model, which helps to improve the overall detection performance.

**Helmet Detection for Motorcyclists.** We use EfficientDet [31], a scalable and efficient object detection framework, for our task. It uses EfficientNet [31] as the backbone network, a bi-directional feature pyramid network (BiFPN) to fuse and enhance features, and a compound scaling method to scale all network components. It is one of the state-of-the-art models on the COCO dataset [15]. We detect 7 classes: Motorbike, DHelmet, DNoHelmet, P1Helmet, P1NoHelmet, P2Helmet, and P2NoHelmet. We experiment with the three largest variants of EfficientDet (D5, D6, and D7) and different input scales (512 to 1024) to obtain the best performance.

**Data augmentation.** To improve the accuracy of our predictions during inference, we utilize Test-Time Augmentation [27]. This technique enables the model to detect objects from various perspectives, which increases its ability to identify objects that may not be visible from certain angles.

**Assembling predicted boxes and pseudo-labeling.** We use models ensembling and pseudo-labeling to improve the performance and generalization of EfficientDet D6. Models ensembling combines multiple models to reduce variance and...
bias, increase robustness and stability, and handle complex and large-scale data. We compare two ensembling techniques: Non maximum suppression (NMS) [19] and Weighted boxes fusion (WBF) [30], and find that WBF is superior (see Table 3). Pseudo-labeling is a semi-supervised technique that uses labeled data to annotate unlabeled data and then trains the model with those newly generated labels. Pseudo-labeling enables the model to exploit a larger amount of data. We combine ensemble and pseudo-labeling techniques to enhance our model’s accuracy and generalization. We ensemble the results from the best models to generate pseudo labels, then train an EfficientDet model for a few epochs with these pseudo labels and select it as our final model. To avoid eliminating rare objects, we use a very low threshold with WBF.

**Head detection.** We adapt EfficientDet for training the head detection model, as it demonstrates excellent performance for Helmet Detection for Motorcyclists. Due to time constraints, we opt not to incorporate pseudo-labeling and instead train only one head detection model. During the inference phase, we utilize Test-Time Augmentation (TTA) and Weighted boxes fusion (WBF), as discussed previously, to generate the final predictions for the model.

### 3.2. Object association module

As described in previous sections, the object detection module comprises two models that output all detected objects, including Head, Motorbike, DHelmet, DNoHelmet, P1Helmet, P1NoHelmet, P2Helmet, and P2NoHelmet. However, these objects are independent, making it challenging to exploit their relational information. To address this, we have devised an additional module for object association to group related objects together, thereby enabling the management of a single tracking ID for each group. On top of that, the information on the relationship between objects is also employed to enhance the accuracy of the post-processing for tracking modules. In particular, after assigning the output objects from detection modules to motor objects (if their class is 'motorbike') and head objects (if their class is 'heads') or human objects (for all other classes), the object association module identifies all possible pairs of human-motor and human-head and links them together. This is performed by calculating the overlap areas and relative positions of the bounding boxes with respect to the motorbikes. As a result, the output is a list of motorbikes attached with their corresponding humans and heads, which serves as the input for the subsequent module to improve detection results.

#### 3.3. Post-processing for tracking module

Accurately detecting the number of people on a motorbike is a challenging problem for object detection models, particularly when the number exceeds two. The reason is that when the motorcycle approaches the camera at a complete angle, distinguishing between individuals on that motorcycle becomes more difficult. Furthermore, due to the limited number of instances of Passenger 1 (P1) and Passenger 2 (P2) in the training dataset (approximately 5500 instances for P1 and only 70 instances for P2, see table 2), these classes are often misclassified as the driver (D) when the model localizes only one human associated with the motorbike. This misclassification significantly reduces the accuracy of the detection results. To address this issue, we propose a novel post-processing for tracking module that corrects misclassified cases in the aforementioned classes while retaining the Helmet or NoHelmet class obtained from the object detection model. Our proposed module uses a SORT-based algorithm, which is illustrated in the post-processing for tracking block as shown in Fig. 1. The Track Management and Data Association [20] steps in this block remain the same as in the SORT algorithm. Additionally, we have integrated the Kalman Filter (KF) Estimation combined with our extension algorithms (the Selective Sort module) to improve detection results. In particular, not only updating the object’s id, but our Selective Sort module also enables to update object’s additional attributes in each frame for reassigning the human’s position on motorbikes. Specifically, the process details are as follows:

1. **Direction detection:** Figure 2 illustrates motorbike’s direction. In particular, algorithm
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Figure 2. Illustration of the motorbike detection. The direction of the motorbike is assigned as IN direction (green arrow) or OUT direction (yellow arrow) according to the motorbike’s position throughout its appearance in the video.

Algorithm 1: Direction Detection

| Input: centers: list of center points’ coordinator for 1 motorbike |
| Output: 1 (IN) / 0 (OUT) / None: direction of motorbike |

1. checks ← [];
2. for i in [1: len(centers)] do
3.  checks.append(centers[i] - centers[i-1]);
4.  if len(checks) ≥ 3 then
5.    break;
6. end
7. if len(checks) < 3 then
8.  return None
9. else
10.  numT ← count_true_in_checks;
11.  numF ← count_false_in_checks;
12.  return numT > numF

checks the coordinates of the motorbike between the current and previous frames to determine its direction (d). If the motorbike moves towards the camera, the direction will be 1 (IN direction). If the motorbike moves away from the camera, the direction will be 0 (OUT direction). The algorithm continues to execute until the direction is determined.

(2) P1_P2_Checking: This algorithm is designed to determine the number of passengers on motorbikes. Algorithm 2 counts the number of human heads presented on each motorbike in each frame. If a motorbike has 3 heads, it is identified as having two passengers. Similarly, if a motorbike has 2 heads, it is identified as having one passenger.

(3) Finally, algorithm 3 reassigns the correct class for human objects based on results from the P1_P2_Checking algorithm and direction detection algorithm. First, human boxes are sorted by their coordinates to get their relative position with respect to the motorcycle. Subsequently, they are assigned to the appropriate class as designated in algorithm 3. Note that once the direction of the motorbike is accurately detected and identified if P1 or P2 is on that motorbike, the reassignment of classes based on the factors mentioned above will be carried out throughout the entire duration of that motorbike ID in the video.

Figure 3 depicts examples of the reassignment process. One of the most challenging misdetection cases occurs when three humans sit on a motorbike in the OUT direction while these humans overlap and occlude with each other illustrated in Fig. 3a. In this case, the detection module detects only one human on the motorbike and misclassifies him as P1NoHelmet (the blue box) while there are actually one driver and two passengers. To address this issue, our post-processing for tracking module reassigns the human position from P1 to P2 while preserving the helmet attribute (Helmet and No-Helmet) from the detection results. The reassignment process involves several algorithms. First, algorithm 1 identifies the motorbike direction (OUT direction in this example), while algorithm 2, based on the head attributes associated with the motor, determines that P2 is on the motorbike as depicted in Fig. 3b. Finally, algorithm 3 reassigns the corrected class P2NoHelmet (h′), the purple box, for the misclassified box P1NoHelmet (h), according to sub-table P2 in table 1. In this case, the algorithm corresponds with the “1 human” column as only one human (P1NoHelmet) is detected.
Table 1. Class transform on different cases. $d$ is the direction of motorbike, $h_i$ human with original class from the detection module, $h'_i$ human after being assigned class. The class values are defined in table 2

<table>
<thead>
<tr>
<th>$d$</th>
<th>1 human</th>
<th>2 humans</th>
<th>1 human</th>
<th>2 humans</th>
<th>3 humans</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_1 \rightarrow h'_1$</td>
<td>$h_1 \rightarrow h'_1$</td>
<td>$h_2 \rightarrow h'_2$</td>
<td>$h_3 \rightarrow h'_3$</td>
<td>$h_1 \rightarrow h'_1$</td>
</tr>
<tr>
<td>0</td>
<td>2,6</td>
<td>4</td>
<td>4,6</td>
<td>2</td>
<td>2,6</td>
</tr>
<tr>
<td></td>
<td>3,7</td>
<td>5</td>
<td>3,7</td>
<td>5</td>
<td>3,5</td>
</tr>
<tr>
<td>1</td>
<td>4,6</td>
<td>2</td>
<td>5,7</td>
<td>3</td>
<td>3,7</td>
</tr>
<tr>
<td></td>
<td>2,6</td>
<td>4</td>
<td>4,6</td>
<td>2</td>
<td>3,7</td>
</tr>
</tbody>
</table>

Figure 3. Illustration for reassignment process. Figures 3a and 3b depict examples of the OUT direction case.

Algorithm 2: P1_P2_Checking

**Input**: $bbox\_head$: list of heads attached to 1 motorbike

$P\_type$: P1 or P2

**Output**: $P\_type$

1. if $P\_type = P1$ then
2. num\_heads ← 2;
3. else
4. num\_heads ← 3;
5. for heads in $bbox\_head$ do
6. if len(heads) = num\_heads then
7. counter ← counter + 1;
8. if counter = 3 then
9. return $P\_type$;
10. end
11. return None;

Algorithm 3: Attachment 1 motorbike on 1 frame

**Input**: $center$: center point’s coordinator

$bbox\_head$: list of head’s coordinator

$bbox\_human$: list of human body coordinator and class

**Output**: Update class in $bbox\_human$

1. if $d$ is None then
2. update $d$ with algorithms 1
3. if is $P1$ is None then
4. update is $P1$ with algorithms 2
5. if is $P2$ is None then
6. update is $P2$ with algorithms 2
7. if is $P2$ ≠ None then
8. $bbox\_human ← sorted(bbox\_human)$;
9. if len($bbox\_human$) = 1 then
10. update class according to table 1
11. if len($bbox\_human$) = 2 then
12. update class according to table 1
13. if len($bbox\_human$) = 3 then
14. update class according to table 1
15. else if is $P1$ ≠ None then
16. $bbox\_human ← sorted(bbox\_human)$;
17. if len($bbox\_human$) = 1 then
18. update class according to table 1
19. if len($bbox\_human$) = 2 then
20. update class according to table 1

4. Experiments

4.1. Dataset

Data preprocessing. Our work utilizes the dataset [23] provided by the 2023 AI City Chal-
lenge - Track 5, which contains 100 20-second videos recorded by 21 cameras in various locations across India. Each video is captured at Full HD resolution (1920 x 1080) and 10 fps, making a total of approximately 20000 images. Annotations are provided for each motorbike, driver, passenger, and the information regarding whether they are wearing helmets. As shown in Fig. 4, the dataset cannot be used straightaway, since some bounding boxes are mislabeled and incorrectly labeled. Thus, we perform a data-cleaning process to remove incorrect bounding boxes and annotate additional objects to increase the consistency between images. The distributions of the original and modified datasets are shown in Table 2.

Table 2. Distributions of the original and modified datasets

<table>
<thead>
<tr>
<th>ID</th>
<th>Class</th>
<th>Number of Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Motorbike</td>
<td>31135</td>
</tr>
<tr>
<td>2</td>
<td>DHelmet</td>
<td>23260</td>
</tr>
<tr>
<td>3</td>
<td>DNoHelmet</td>
<td>6856</td>
</tr>
<tr>
<td>4</td>
<td>P1Helmet</td>
<td>94</td>
</tr>
<tr>
<td>5</td>
<td>P1NoHelmet</td>
<td>4280</td>
</tr>
<tr>
<td>6</td>
<td>P2Helmet</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>P2NoHelmet</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Original</td>
<td>36268</td>
</tr>
<tr>
<td></td>
<td>Modified</td>
<td>25213</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8437</td>
</tr>
<tr>
<td></td>
<td></td>
<td>132</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5369</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
</tr>
</tbody>
</table>

Figure 4. Mislabeled examples in the original dataset

Annotation. As presented in Table 2, there is barely any instance of the second passenger in the original dataset, and the number of samples of the passenger wearing a helmet is very small. Due to this class imbalance issue, it is difficult to generalize patterns of objects belonging to the P1Helmet, P2Helmet, and P2NoHelmet classes. Hence, we rely on additional algorithms to help our models detect instances of these classes. We annotate all human heads, which can be used to detect the number of passengers. The total number of human heads annotated is 103,929. We use labellng [33] to manually label and correct flawed bounding boxes.

4.2. Implementation details

We use a COCO-pretrained model and fine-tune it on the AI City Challenge dataset for 50 epochs using Adam optimizer. The learning rate is set to 5e-4 and decayed by a cosine schedule. We run all experiments on one DGX node with 8 NVIDIA A100-40GB GPU.

We train the Helmet Detection for Motorcyclists model using a 5-fold cross-validation scheme on the dataset, where the folds are split by video id. We also vary the image size among 512, 640, 768, 896, 1024 and the model size among D5, D6, D7, leading to more than 15 models in total.

After the training process completes, we select the top 10 models and use them to generate pseudo labels on the test set by applying weighted boxes fusion with an NMS threshold of 0.5 and a score threshold of 0.25. We then fine-tune the EfficientDet D6 with the generated labels and image size of 640 for 20 epochs using a learning rate of $8 \times 10^{-5}$.

With the head detection model, we employ an EfficientDet D7 pre-trained on the COCO dataset. The input image size is set to 768 pixels. We set the learning rate to 5e-8, which is a small value that prevents overfitting and ensures convergence. We train the model for 10 epochs, which is sufficient to achieve good performance on our dataset.

4.3. Experiments Results

4.3.1 Evaluation metrics

The evaluation metric used for AI City Challenge - Track 5 is mean Average Precision (mAP), which calculates the area under the Precision-Recall curve over all the object classes. This measure is introduced in the PASCAL VOC 2012 competition [8].
4.3.2 Object detection models

Helmet Detection for Motorcyclists. We evaluate our proposed method, which is described in sections 4.2, on various combinations of model scales and image size scales.

To generate pseudo labels, we employ Weighted boxes fusion (WBF) to combine the outputs of our top 10 models. Using ensemble only, the model achieves 47.53% mAP. We use the pseudo labels to fine-tune an EfficientDet D6 model with an input image size of 768 pixels for a few epochs. We further improve our results by applying Test-time augmentation (TTA) and ensembling the predictions of our best models. Table 4 shows the difference in accuracy when using pseudo labeling. Our performance was 53.95% mAP on the full test set.

Table 3. Comparison of the performance of different ensemble methods on the training set of fold 1, following the experimental setup described in Section 4.2.

<table>
<thead>
<tr>
<th>Method</th>
<th>WBF</th>
<th>NMS</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ens</td>
<td></td>
<td></td>
<td>44.46</td>
</tr>
<tr>
<td>Ps</td>
<td></td>
<td></td>
<td>40.72</td>
</tr>
</tbody>
</table>

Head detection. To perform head detection, we adapt the EfficientDet D7 architecture and train it on images of size 768x768 without using any pseudo labels. We employ Test-time augmentation (TTA) and Weighted box fusion (WBF) to improve the robustness and diversity of the predictions. We split 20% of the training dataset for validation and tune the score threshold in the interval of [0.1, 0.3] to optimize the mAP on the validation dataset, which reaches 62.6%. Our head detection model improves the performance of our previous model (Helmet Detection for Motorcyclists), which fails to detect cases of two passengers sitting behind a driver.

Comparison with other teams. We evaluate our solution on the Track 5 evaluation system. As shown in Table 5, our solution obtains 69.97% mAP and ranks 3rd among 30+ teams.

Table 4. Ablation study on impact of applied methods: Ensemble(Ens), Pseudo Labeling (Ps), and our Post-processing for Tracking (PPT) respectively. The first row is the baseline results from EfficientDet-D6 with image size of 768.

<table>
<thead>
<tr>
<th>Ens</th>
<th>Ps</th>
<th>PPT</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td></td>
<td></td>
<td>44.09</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td></td>
<td>47.53 (+3.44)</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>67.85 (+23.76)</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>53.59 (+9.5)</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>69.97 (+25.88)</td>
</tr>
</tbody>
</table>

Table 5. Leaderboard of Track 5 in the AI City Challenge 2023.

<table>
<thead>
<tr>
<th>Team ID</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>58</td>
<td>83.4</td>
</tr>
<tr>
<td>33</td>
<td>77.54</td>
</tr>
<tr>
<td>37 (Ours)</td>
<td>69.97</td>
</tr>
<tr>
<td>18</td>
<td>64.22</td>
</tr>
<tr>
<td>16</td>
<td>63.89</td>
</tr>
</tbody>
</table>

4.3.3 Post-processing for Tracking module

Table 4 compares the accuracy of different methods. Using the tracking module increases the accuracy by 16.02%, from 53.95% to 69.97% on the final leaderboard, outperforming methods using only ensemble and pseudo labeling. The tracking module proves to be effective in detecting difficult classes, which have very few samples in the training data and thus are hard to detect with Ensemble + Pseudo labeling method.

5. Conclusion

This paper presents a novel pipeline for Violation of Helmet Rule detection for Motorcyclists, which leverages the EfficientDet model to identify motorbike, driver, passenger, and head instances. Object association and post-processing for tracking modules are applied to enhance accuracy. Our method is evaluated on the AICityChallenge - Track 5 dataset and has ranked 3 with 69.97% mAP, demonstrating the effectiveness of our solution.
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