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Abstract

With the rapid development of computer vision, the detection and counting of goods through computer vision techniques has become practicable. The AICity competition has focused its attention on the automatic recognition and counting of commodities, and has significantly propelled the advancement of this field through the organization of competitive events. Minimizing false positives and false negatives is critical to the success of this task. An Adaptive Target Region-based Commodity Detection System has been designed in this study to accurately identify the trajectory and category of goods. To alleviate the difference between training and testing data, two data augmentation methods are utilized, and various data synthesis methods are also designed to meet the training needs of different network models in the framework. Additional Adaptive Algorithms are designed to solve the problem of camera movement during product shooting. An Effective Fusion Algorithm is proposed for Dual Detectors to complement their advantages and minimize detection errors. To maximize the efficiency of the well-trained commodity classifier, an innovative Multi-layer Perception Fusion Module (MPFM) is devised to enhance the commodity classification capabilities, thereby generating more dependable features for tracking purposes. The system has been validated in Multi-Class Product Counting & Recognition for Automated Retail Checkout (2023 AI CITY Challenge Task4) competition, where our results achieve F1 Score of 0.9787 in Task4 testA, ranking second in 2023 AI CITY Challenge Task4 [17]. The code will be released at: https://github.com/mzl163/AICITY23_Task4.

1. Introduction

In recent years, there has been an increased emphasis in the AI CITY challenge on addressing practical visual problems, which has greatly advanced research in this area [18]. The current year’s challenge is centered on multi-object tracking across multiple cameras, natural language-based vehicle retrieval and tracking, recognition of natural driving actions, automatic checkout for multiple products in retail settings, and detection of helmets for motorcycle drivers and passengers. These areas of focus indicate that the 2023 CVPR AI City Challenge Workshop [19] will be dedicated to exploring two promising directions within the field of computer vision — entity retail businesses and intelligent transportation systems.

The focus of “Multi-Class Product Counting & Recognition for Automated Retail Checkout”, Track 4 of the AI City Challenge in 2023, focuses on achieving accurate and automatic check-out in a retail store. This challenge is posed by the real-world challenge of occlusion, movement, similarity among various scanned items, the creation of novel seasonal SKUs, and the cost of misdetection and misclassification [17]. The goal of Task4 track is to achieve accurate detection and tracking of products to avoid counting duplication and to ensure correct classification result. To address this problem, a robust detector is required to
accurately locate and track products using a tracking network, following a classification network to determine the product category. Various data augmentation methods and targeted data synthesis approaches are employed to create the training data required for the detector and classifier due to significant differences between the training and testing dataset [15, 35] provided for this competition (Figure 1). Ultimately, satisfactory detection and classification performance are achieved.

Furthermore, the movement of the shooting area in the testing set videos was observed, prompting the proposal of a low-cost target region motion compensation algorithm to eliminate its impact. Object tracking technology plays a crucial role in preventing duplicate counting and accurately locating the product appearance time interval. In our framework, DeepSORT [33] was utilized as the tracker based on the target’s features, which resulted in negligible calculation costs. To improve classification and tracking accuracy, MPFM is innovatively designed to fuse feature representations from multiple classifiers to stabilize the classification network’s performance, and to provide more reliable product feature representations for tracking. Overall, these techniques and methods lead to satisfactory detection and classification performance in the AI City Challenge 2023.

In light of the above perspectives, a self-adaptive target region-based product detection system is proposed to address the challenges of automated retail checkout. The main contributions of this work are as follows:

1) An Adaptive Target Area Commodity Detection System is designed and verified in 2023 AI CITY Challenge Task4, and it achieves very high accuracy in commodity detection.

2) A novel data augmentation approach and targeted data synthesis methods are developed to create training data that is more representative of real-world scenarios.

3) A Dual-detector Fusion Algorithm is designed for the product detection problem, which is used to output the final detection boxes.

4) A cost-effective Adaptive Target Region Algorithm is introduced to mitigate the impact of camera movement on object detection and tracking in the test videos.

5) MPFM is designed to effectively fuse the feature representations from multiple classifiers and provide reliable product feature representations for tracking, leading to more stable and accurate classification and tracking results.

The proposed system has demonstrated promising performance in accurately detecting and tracking products, and can effectively handle the challenges in automated retail checkout.

2. Related work

In our framework, there are three main components: product detection, product classification, and product tracking. These three components are all critical tasks in computer vision, and there has been a considerable amount of related work. In this section, we summarize some of the work related to our framework.

2.1. Detection

Object detection plays an essential role in the field of computer vision, with the task of detecting the position and category of one or multiple target objects from images or videos. In our framework, the object detection module is a critical component that directly affects the subsequent tracking and classification results. Object detection methods can typically be divided into one-stage [5,14,16,22,29] and two-stage [4,7,13,21,23] methods. One-stage methods directly extract features, and then predict target classification and position in the network without region proposals. On the other hand, two-stage methods divide the object detection task into two stages, first generating a series of candidate boxes through a region proposal network, and then performing classification and position regression on these candidate boxes to obtain the final detection results.

2.2. Classification

Image classification is one of the fundamental tasks in computer vision, which aims to classify input images. With the continuous development of deep learning networks, many high-performing classification networks [8,10,26,27] have emerged. Among them, the EfficientNet [28] model adopts a strategy of uniformly scaling depth, width, and resolution, thus improves classification accuracy through a fixed set of scaling factors. The ResNeSt [36] model improves over the ResNet [8] model by stacking up group attention blocks to achieve cross-feature map group properties.

In addition to optimizing the model architecture, data augmentation is also an effective method to improve image classification accuracy. Although training classification networks on large-scale datasets can achieve good results, how to train efficient and accurate classification networks in the absence of sufficient training data remains a challenging problem. Therefore, for small datasets, some smaller and more efficient network architectures (such as MobileNet [9] and ShuffleNet [37]) are also highly regarded.

2.3. Tracking

Multi-object tracking (MOT) aims at tracking multiple moving objects in a video sequence, and is regarded as a
Figure 2. Overview of Adaptive Object Region Detection System Framework. The input of the system is video frames, which are processed by the pre-processing module, detection module, classification module, and tracking module to obtain frames of products entering the tray and their corresponding categories.

2.4. Automatic Counting and Recognition of Commodities

In the 2022 AI CITY challenge, the problem of automatic counting and recognition of multi-class commodities received its first attention. During the competition, a batch of high-performing network frameworks has emerged, among which the designated detection and tracking method was the mainstream solution to the automatic counting and recognition of commodities. For example, the work [25] proposed a framework for commodity detection based on target region, which used YOLOv5 [22] as the detector and DeepSORT as the tracker to achieve automated commodity counting. DeepACO [20] used YOLOv4 [3] and human keypoint information to locate the commodity bounding box during the detection stage and captured small objects accordingly. In addition to designing good frameworks, researchers also paid attention to how to make the testing scenes as simple as possible. The work [30] reasonably used an open-source model to accurately locate the region of the commodity to be detected, and found that removing interference from human skin greatly improved the accuracy of commodity detection. Furthermore, VISTA [24] chose a segmentation-based method to replace the detector for commodity localization, extracting the target position through U-Net and tracking the counting. In summary, the efforts of these researchers not only provided effective solutions for the automatic counting and recognition of multi-class commodities, but also laid a solid foundation for subsequent research.

3. Method

The framework proposed in this article consists of four modules: pre-processing module, detection module, classification module, and tracking module, as shown in Figure 2. Each module will be discussed in detail below. The input of the framework is video frames, and after preprocessing, detection, classification and tracking, the final result is obtained.
3.1. Pre-process module

The input video frames need to be first preprocessed before they can undergo subsequent detection and classification operations. To ensure accurate counting results, the tray’s position information is extracted using the open-source model DetectoRS to update the target region. To eliminate the background interference during the detection and classification process, the segmentation annotations generated by the open-source model are used to mask the human hands area to eliminate its influence. To achieve this, the pixels in the skin area of human hands are refilled with background pixel value, leading to more precise results (Figure 2 Pre-process Module).

It should be noted that the position of the tray may change in the video (Figure 3), therefore, the method of using a fixed detection area is not reasonable. To address this issue, an algorithm is proposed to adaptively adjust the target detection area with small computational cost. The input parameters for the algorithm include the current frame, the tray region detected in the previous frame, and the current target region, and the output is the updated target region. The algorithm works by first determining whether tray detection is needed in the current frame. When tray detection is needed, the detection result from an open-source model is used to calculate the intersection over union (IOU) between the latest detected tray region and the current target region to determine whether the tray has moved. Additionally, the tray region detected in the previous frame is used to determine whether an update is needed, and appropriate processing is performed. To improve computational efficiency, tray detection is performed every 15 frames, and the IOU threshold is used to determine whether the tray has moved. The tray information is updated according to the moving or stopped state.

3.2. Detection Module

This module aims to accurately locate and identify the products appearing in the video, and provide more precise target detection result for subsequent classification. To avoid false detections of the background, the results of two detectors, DetectoRS [21] and Cascade Mask R-CNN [4, 7] are fused. We find that DetectoRS had good detection performance for most targets, but poor detection performance for some small targets and targets obscured by hands or skin. Therefore, we introduced Cascade Mask R-CNN as a supplement.

In the actual implementation, the background influence is eliminated by pre-processing each video frame to fit the objects’ actual position. Then, DetectoRS and Cascade Mask R-CNN detectors are used for object detection, which output information such as position, size, and confidence of the targets. To better integrate the advantages of both models, we designed two independent non-maximum suppression algorithms to process the results. Algorithm flow 1 provides specific details. DetectoRS utilized a small-box suppression algorithm, which retained more large boxes and removed small background boxes, while Cascade Mask R-

---

**Algorithm 1 Dual-detector Fusion Algorithm**

**Input:** result_1, result_2. result_1 are results of DetectoRS, result_2 are results of Cascade Mask R-CNN

**Output:** Fusion result

```plaintext
1: procedure FUSE_RESULT(result_1, result_2)
2:   r_1 ← Small_Box_Suppression(result_1)
3:   r_2 ← Big_Box_Suppression(result_2)
4:   return r_1 ∪ r_2
5: end procedure

6: function SMALL_Box_SUPPRESSION(bboxes)
7:   for i = 1 to bboxes do
8:     for j = i + 1 to bboxes do
9:       big_one, small_one ← Compare(i, j)
10:      C ← cross_area between i and j
11:      if C/small_area > thr then
12:        bboxes ← bboxes \ {small_one}
13:      end if
14:     end for
15:   end for
16: end function

17: function BIG_Box_SUPPRESSION(bboxes)
18:   for i = 1 to bboxes do
19:     for j = i + 1 to bboxes do
20:       big_one, small_one ← Compare(i, j)
21:      C ← cross_area between i and j
22:      if C/small_area > thr_area then
23:        bboxes ← bboxes \ {big_one}
24:      else
25:        bboxes ← bboxes \ {small_one}
26:      end if
27:     end for
28:   end for
29: end function
```

---

Figure 3. Change of Tray Position: Both images are from TestA Video 3. The left image shows the position of the tray at 0:00, indicated by the green box. The right image shows the position of the tray at 5:02, also indicated by the green box. For comparison, the red box in the right image indicates the position of the tray at 0:00.
CNN used the opposite large-box suppression algorithm to remove large background boxes. Finally, we combined the processed results and sent them to the classifier for classification. This module only focuses on discriminating foreground and background, while specific target categories are considered in the next classification module.

Through the above design and improvements, we have successfully achieved effective detection of targets in videos, and minimized false detections of the background, thus improving the detection accuracy.

3.3. Classification Module

In this module, four CNN-based classification models (EfficientNet-B0, EfficientNet-B2, ResNeSt50, and ResNeSt101) are fused to perform feature extraction and classification. As the detection module only focuses on foreground and background, it is necessary to accurately and stably classify the products in the foreground image in this module. To achieve this goal, we have designed the MPFM (Figure 4) for feature fusion in classification.

To better integrate the features extracted from the four models, the features of each classification model are connected and processed by the MPFM, which is generally a multilayer perceptron (MLP). During training, the four pre-trained classification models are frozen, and the image features are obtained by passing the images through these four classifiers. After obtaining the features, they are connected and sent to the MLP layer, where category information is used for supervised learning. This module outputs the features of the MLP intermediate layer and the classification results. The intermediate features will be used for subsequent tracking, while the classification results will be utilized in the post-processing part of the tracking module. This ultimately achieves more accurate classification and more stable tracking.

3.4. Tracking Module

The tracking module receives the features obtained from the MPFM and conducts DeepSORT-based tracking. Similar to the method proposed in [30], our tracking results are processed by the MTCR module, which splits, classifies, and reconnects the trajectories. In cases where the interval between adjacent frames in the trajectories tracked by DeepSORT is too large, we split them into multiple segments. Next, the frames contained in the segmented trajectories and their corresponding classification results are used for trajectory selection and category determination. Finally, we use the classification results to match and reconnect the retained trajectories. This approach effectively mitigates the impact of detection and classification errors, thereby improving the accuracy and robustness of tracking and obtaining more accurate final results.

4. Experiment

In this section, we will provide a detailed description of our data processing and synthesis methods, as well as explain some experimental details. At the same time, the effectiveness of the proposed method will be demonstrated on the Test A dataset. It should be noted that all testing results were obtained on the Test A dataset.

4.1. Dataset

4.1.1 Data Augmentation

To address the problem of image brightness and jaggedness in the training set, various methods were attempted to reduce the distribution difference between the training and testing sets. To handle overly bright or dark images in the training set, the traditional MSRCR [11] algorithm and deep learning method RetinexNet [12, 32] were utilized. These methods successfully adjusted the brightness level of the training data to match that of the testing set.
To handle the issue of inconsistent image brightness and jaggedness in the training set, we tested the performance of the two data augmentation methods mentioned above. Although traditional methods like MSRCR are effective in enhancing low-light images, they are time-consuming to process each image and are not suitable for fast batch processing of low-light images. Additionally, images processed with MSRCR may exhibit color deviation issues and differ from the original image. Therefore, we also employed the RetinexNet convolutional neural network model based on the Retinex theory. Compared to traditional methods, this approach is more efficient and has less color deviation between processed images, and the resulting colors tend to be more vivid (Figure 5). To enhance the robustness of the training data, both of these data augmentation methods were used in subsequent data synthesis. Furthermore, the augmented images also underwent Gaussian filtering to reduce the jaggedness problem.

4.1.2 Data Synthesis

Data is essential for training both detectors and classifiers. However, the official dataset provided for the competition only includes product images, which are not sufficient to support the training of good detectors and classifiers. Therefore, it is necessary for us to synthesize the required training data from the original data for both detectors and classifiers (Figure 6).

In the data synthesis process, the issue of inconsistent original brightness of product images was addressed first. For low-light data enhancement, Traditional method MSRCR and deep learning method RetinexNet were employed. By using these methods, we obtain enhanced product images. Next, pre-prepared tray images and human skin simulation images generated by Gaussian mixture model [2] are utilized. Products are randomly pasted into the tray area and covered with human skin randomly to ensure the appropriate coverage ratio of products, and to avoid affecting the training of the detector. Meanwhile, the pasted position information of the product and foreground segmentation labels (required for Cascade Mask R-CNN training) were recorded to obtain training data for the detector. Based on the recorded bounding boxes, foreground images required for training the classifier were cropped (red bounding box). To avoid misclassifying some non-product bounding boxes, a background class was separately designed as training data for the classifier. The training data of the detector were cropped by limiting conditions (blue bounding box), such as only allowing certain corners of the product to appear in the background class, and strictly limiting the ratio. Based on the designed data generation, we have successfully trained detectors and classifiers with high accuracy and robustness.

4.2. Implementation details

In the experiment, an open-source model called Detectors was employed as the preprocessing model, and Cascade Mask R-CNN and Detectors were utilized as the detection module. In addition, EfficientNet-B0, EfficientNet-B2, ResNeSt50, ResNeSt101, were chosen as the four classification models, and DeepSort was adopted as the tracker to achieve better tracking performance.

During the training phase, a detection model with an input size of 500x400 was used, and it was trained for 5 epochs. The initial learning rate was used for the first 4 epochs, and then it was reduced to 10% of the original value in the fifth epoch. The optimizer used was SGD, and a batch size of 16 was applied during training. Additionally, segmentation labels were added to train the Cascade Mask R-CNN.

In terms of the classifier, the method used in [30] was employed. During the fine-tuning of EfficientNet, the original learning rate was decreased by 90% and only one epoch was trained, while other settings remained unchanged. To better distinguish detected objects from false positives, a background class was added in the classification module.

In the training of the MPFM, the selected four classification models were frozen and trained with the same data. A hidden layer with 2048 neurons and an output layer with 117 neurons were used, and the cross-entropy loss was used as the loss function, with other settings are identical to those of training a single classifier.

4.3. Results

After careful optimization of the framework and models, the performance has reached very good performances, mak-
Table 1. Performance Table of all Teams in TestA. This table shows the performance results of all participating teams in the TestA dataset. Our team name is BUPT MCPRL and we ranked second in the TestA dataset, with an F1 score only 0.0005 lower than the team ranked first.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Team</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SKKU Automation Lab</td>
<td>0.9792</td>
</tr>
<tr>
<td>2</td>
<td>BUPT MCPRL (Ours)</td>
<td>0.9787</td>
</tr>
<tr>
<td>3</td>
<td>Zebras</td>
<td>0.8254</td>
</tr>
<tr>
<td>4</td>
<td>SCU Anastasiu</td>
<td>0.8177</td>
</tr>
<tr>
<td>5</td>
<td>Fujitsu R&amp;D Center</td>
<td>0.7684</td>
</tr>
<tr>
<td>6</td>
<td>Centific</td>
<td>0.6571</td>
</tr>
<tr>
<td>7</td>
<td>dtb2023</td>
<td>0.4757</td>
</tr>
<tr>
<td>8</td>
<td>Fu</td>
<td>0.4215</td>
</tr>
<tr>
<td>9</td>
<td>HCMIU-CVIP</td>
<td>0.3837</td>
</tr>
<tr>
<td>10</td>
<td>UTE AI</td>
<td>0.3441</td>
</tr>
</tbody>
</table>

Table 1. Performance Table of all Teams in TestA. This table shows the performance results of all participating teams in the TestA dataset. Our team name is BUPT MCPRL and we ranked second in the TestA dataset, with an F1 score only 0.0005 lower than the team ranked first.

4.4. Ablation study

To demonstrate the effectiveness of our proposed method, additional analyses are conducted to examine the performance improvement brought by the data augmentation and synthesis methods, the adaptive adjustment detection region algorithm for video frame data preprocessing, the double detector fusion algorithm, and the MPFM.

4.4.1 Data Augmentation and Data Synthesis Methods

Firstly, the effectiveness of data augmentation are investigated. With EfficientNet-b0 used as the classifier, various types of product images, including the original product images and those that had been subjected to different forms of data augmentation, were employed for training. Subsequently, the same detection and tracking methods were used for testing. As shown in Table 2, the first row shows that the classifier’s performance was lower when only the original images were used for training. After data augmentation, the test performance improved significantly, and the best performance was achieved by using both data augmentation methods simultaneously. Following the confirmation of the effectiveness of the data augmentation, the effectiveness of the proposed data synthesis method was further explored. The existing method [30] and our data synthesis method were used to generate training data for both detection and classification, and training was conducted accordingly. The final results using the same tracking method are shown in Table 3. Through comparison, it was found that adopting our proposed new data synthesis method can achieve better performance. This demonstrates that the detectors and classifiers trained using skin-occluded products possess stronger generalization ability and can achieve higher test results.

4.4.2 Pre-process Module

This module is proposed to improve the detection of products in the input video frames of the test set. The module enables adaptive adjustment of the detection region, which continuously updates the detection target region. Additionally, an open-source detection model was used to locate the human hand and remove its influence on the skin. To verify the effectiveness of these two improvements, different preprocessing methods were applied to the video frames to generate different preprocessing results, and then the same detection, tracking, and classification methods were used for testing. As shown in Table 4, the worst performance was obtained when no data preprocessing method was used. The use of the adaptive adjustment of the detection region algorithm or the human hand skin removal method alone can improve the testing performance. And the best testing performance was obtained when both methods were used simultaneously, demonstrating the effectiveness of the proposed methods.

4.4.3 Dual Detector Fusion Algorithm

To avoid detecting background erroneously, two object detectors, DetectoRS and Cascade Mask R-CNN, were introduced. In this study, the results obtained from using DetectoRS and Cascade Mask R-CNN individually as well as...
Table 4. Validation of the Pre-process Module. "✓" in the table indicates the use of the method, "✗" indicates the non-use. "Skin Mask" represents the method of using an open-source model to remove the influence of skin, and "ATRA" represents the Adaptive Target Region Algorithm.

<table>
<thead>
<tr>
<th>Method</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin Mask</td>
<td>0.7097</td>
</tr>
<tr>
<td>ATRA</td>
<td>0.7187</td>
</tr>
<tr>
<td>✓</td>
<td>0.9565</td>
</tr>
<tr>
<td>✓</td>
<td>0.9787</td>
</tr>
</tbody>
</table>

Table 5. Validation of the Dual Detector Fusion Algorithm. "✓" indicates the use of the method, "✗" indicates not. "NMS" refers to the conventional non-maximum suppression algorithm used for fusing dual detectors, and "Ours" refers to the fusion method proposed in this paper.

<table>
<thead>
<tr>
<th>Method</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DetectoRS</td>
<td>✓</td>
</tr>
<tr>
<td>Cascade Mask R-CNN</td>
<td>✓</td>
</tr>
<tr>
<td>Method</td>
<td>F1</td>
</tr>
<tr>
<td>EfficientNet-B0</td>
<td>0.9110</td>
</tr>
<tr>
<td>EfficientNet-B2</td>
<td>0.9110</td>
</tr>
<tr>
<td>ResNetSt50</td>
<td>0.9215</td>
</tr>
<tr>
<td>ResNetSt101</td>
<td>0.8923</td>
</tr>
<tr>
<td>DTC</td>
<td>0.9680</td>
</tr>
<tr>
<td>AdaptPooling</td>
<td>0.9326</td>
</tr>
<tr>
<td>Ours</td>
<td>0.9787</td>
</tr>
</tbody>
</table>

Table 6. MPFM Validation. "EfficientNet-B0", "EfficientNet-B2", "ResNetSt50", and "ResNetSt101" respectively indicate the use of individual classification models for classification and the output features are sent to DeepSORT.

MPFM (Ours) 0.9787

the fusion results with different fusion methods were used as the detection results, and the same classification and tracking methods were used for testing. As shown in Table 5, the first two rows of the table represent the test results obtained from using a single detector that DetectoRS performing better. The last three rows of the table represent the results obtained by merging the results of the two detectors. The results show that the performance is lower without using any fusion method, possibly because simply merging the results retains more background false positives. The performance of the NMS fusion is even worse than that of DetectoRS alone, possibly due to some high-confidence false detections of Cascade Mask R-CNN. However, our proposed dual-detector fusion algorithm can achieve the best test results, demonstrating the simplicity and effectiveness of our method for commodity detection.

4.4.4 MPFM

To better utilize the features extracted by four classification models, the MPFM is proposed. In this section, the features output by a single model and the features obtained from different feature fusion methods are sent to the tracker, and the testing uses the same detection method. Table 6 presents the test results of various methods. Among them, the DTC method refers to the method proposed in [30]. The AdaptPooling method refers to pooling the features output by multiple classification models before sending them to the tracker. The results show that the test results of a single model are lower than those of model fusion. Furthermore, using the MPFM for classifier feature fusion can achieve the best test results, demonstrating the effectiveness of our proposed model fusion method.

5. Conclusion

The practical application of visual technology for product detection and counting has become increasingly prevalent with the development of computer vision. In this study, we proposed a adaptive object detection system that can accurately identify the trajectory and category of products, and can achieve very good performance in the 2023 AI CITY Challenge Task4 competition which greatly reduces false detections and missed detections. To address the differences between training and testing data, various synthetic data approaches have been specially designed to meet the training requirements of different network models. An adaptive adjustment algorithm for region detection has been additionally developed to address the problem of camera movement when capturing products. Also, a dual detector fusion algorithm has been used to minimize false detections. In the last, MPFM has been innovatively designed to further improve the product’s classification ability to output more reliable features for tracking. Detailed ablation experiments have been conducted for each adapted improvement to demonstrate its effectiveness. However, our system does not meet real-time requirements (Single NVIDIA GeForce RTX 3090 achieves 3 FPS). In the future, greater attention will be paid to balancing the accuracy and efficiency of the method, to ensure the meaningfulness of the proposed approach.
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