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Abstract

Vehicle retrieval has become crucial for public trans-
portation and intelligent transportation systems due to
the exponential development of large-scale transportation
videos. Vehicle re-identification and vehicle tracking are
the main components of most vision-based vehicle recovery
systems. Unfortunately, the limited amount of information
provided by traffic video feeds limits the vision-based vehi-
cle retrieval algorithm’s efficacy. Therefore, this article pro-
poses a contrastive cross-modal vehicle retrieval approach
to maximize the complementarity of natural language and
visual representations. An efficient method to fuse multi-
ple input image features is also proposed to extract com-
prehensive information from various vehicles along with
pseudo labeling and efficient post-processing techniques
to enhance retrieval accuracy. The proposed method
achieved the 3rd ranking of Mean Reciprocal Rank (MRR)
score of 0.4795 on the test set for the Challenge Track
2: Tracked-Vehicle Retrieval by Natural Language De-
scriptions 2023. Source code for the proposed approaches
is openly accessible at https://github.com/anminhhung/AI-
City-2023-Track2.

1. Introduction

Efficient traffic management in an AI city requires the
capability to search for vehicles. Current methods for ve-
hicle search mainly involve image matching, and hence in-
clude vehicle detection, re-identification, and tracking [11]
[26]. However, the query image may not be accessible, for
real-world scenarios, with only a general description of the
target vehicle. Therefore, there is a pressing need for natu-
ral language (NL) based vehicle retrieval solutions. The ob-
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jective for NL-based vehicle retrieval is to locate particular
vehicles based on textual descriptions, a crucial aspect of
smart transportation and urban surveillance systems. Cur-
rent vehicle retrieval systems typically rely on matching im-
ages, i.e, performing vehicle re-identification by comparing
a query image against images in a gallery. Real-world sce-
narios can often be restricted by the image being searched
for not being accessible, and only providing vague explana-
tions or descriptions for the target vehicle.

Obtaining and using natural language text descriptions
is simpler than image queries, and provides greater flexibil-
ity. However, it also presents significant retrieval challenges
since text and image have marked different modalities. Typ-
ical current vehicle retrieval methods using NL embed im-
ages and descriptions into a common feature space(s) and
use cross-modal similarities to rank vehicle images. Dom-
inant techniques [3] establish visual encoder and text en-
coder using fixed backbones and optimize a limited num-
ber of projection layers. DUN [21] proposed a dual-path
network to align video and text embeddings for vehicles.
However, they did not consider motion information, which
can help differentiate between similar vehicles. In con-
trast, CLV [17] utilized symmetric InfoNCE loss to learn
cross-modal representation and then subsequently gener-
ated global motion images for each track, which retained
vehicle appearance information. They also enhanced sub-
ject descriptions in the text, improving vehicle appear-
ance information impacts. However, motion maps for CLV
lack vehicle appearance information, which significantly re-
duces model performance and effectiveness.

Zhao et al. [25] proposed an NL-based vehicle retrieval
method, overcoming CLV limitations using spatial relation-
ship modeling (SSM) to learn both visual and linguistic rep-
resentations. Adopting a symmetric network means SSM
can extract both internal and external vehicle characteris-
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tics, including type, color, shape, motion state, and sur-
rounding environment. This was achieved using separate
visual and text encoders to extract vehicle appearance fea-
tures and text embeddings, respectively. In contrast to [4]
and [5], SSM optimizes the extracted features using sym-
metric InfoNCE and pair-wise Circle losses. However, de-
spite its effectiveness, SMM only uses a single frame as
model input. Thus, SSM can not consider different vehicle
angles, causing significant vulnerable to misrepresentation
for local vehicle attributes and poor general features track-
ing. Considering these issues, current SMM model perfor-
mance could possibly be increased by providing more fea-
tures from vehicle angles. Therefore this paper proposes
an efficient method to fuse multiple frames, allowing the
model to learn various vehicle angles, and also includes
pseudo-labeling and several post-processing modules to en-
hance retrieval results. The proposed method achieved a
3rd rank with Mean Reciprocal Rank(MRR) = 0.4795 on
the Challenge Track 2 test set: Tracked-Vehicle Retrieval
by Natural Language Descriptions 2023.

The remainder of this paper is structured as follows: Sec-
tion 2 presents a survey of existing approaches for natu-
ral language-based vehicle retrieval systems. An efficient
method to fuse multiple input image features is introduced
to extract comprehensive information from various vehicles
along with pseudo labeling and efficient post-processing
techniques to enhance retrieval accuracy in Section 3. Sec-
tion 4 discusses the performance of the proposed method
and baseline method. Finally, Section 5 presents the con-
cluding remarks.

2. Related Work
Video retrieval by NL has become a notable research

area, with recent works focusing on mapping features from
diverse spaces onto a common semantic space. Text queries
are encoded using language feature extractors [22], and vi-
sual information is obtained using sparse frames and video
segments [13]. Encoders, such as attention mechanisms and
convolutional neural networks (CNNs), are commonly em-
ployed to learn global and local contexts for the video re-
trieval frameworks [8].

Metric learning techniques are applied while learning a
function to minimize feature distances, hence enabling ef-
fective video-language understanding. For example, Bai et
al. [1] employed InfoNCE loss to manage sample similarity
and improve performance.

Recent studies have considered various approaches to
achieve effective video retrieval using natural language.
Luo et al. [8] conducted an empirical study on end-to-end
video clip retrieval using the clip4clip method, whereas
Wang et al. [22] focused on feature extraction and natural
language processing for deep learning of the English lan-
guage. Xiong et al. [13] considered sparse spatiotemporal

representation with adaptive regularized dictionary learning
for low-bit-rate video coding.

2.1. Text Feature Extraction

Numerous studies have demonstrated the usefulness of
vector space in representing words. Early approaches such
as Word2Vec [9] and LSTM [4] were used to encode NL
for language representations, but transformer-family archi-
tectures have become more popular for word representation
due to their effectiveness. Devlin et al. [2] highlight the
significance of bidirectional pre-training for language rep-
resentations, which can outperform other methods in both
sentence-level and token-level tasks. Thus, bidirectional
pre-training enables the model to understand language con-
text and meaning, enabling better performance for natural
language processing tasks. Findings from Devlin et al.’s
provide insights into the most effective approach to word
representation, which can then be applied in various do-
mains such as machine translation, text classification, and
question answering.

2.2. Image Feature Extraction

Convolutional neural networks are fundamental for ex-
tracting image features and finding widespread applications
in various vehicle tracking tasks in urban environments, in-
cluding vehicle classification [23], vehicle detection [20],
and vehicle re-identification [7].

On the other hand, CNNs can also be used as a spe-
cific feature extractor for identifying vehicle color [5] and
type [18]. Although these vehicle characteristics are essen-
tial for retrieving individual objects, global features from
the video, such as environmental attributes, scenes, and re-
lated entities, can significantly influence candidate video
ranking accuracy.

2.3. Contrastive Language-Image Pre-training

Retrieving a single object based on new and unseen in-
puts poses a challenging problem, particularly when rely-
ing solely on a supervised retrieval pipeline. Recent studies
have shown unsupervised domain adaptation to be a promis-
ing solution for improving model generalization by leverag-
ing knowledge from the training data to apply to unlabeled
data [15]. Although this approach has demonstrated sig-
nificant effectiveness in various domains, its application in
text-video retrieval remains limited. Therefore, the current
study proposes a domain adaptive method to bridge the gap
between training and test sets. Specifically, the proposed
approach utilizes unsupervised data augmentation for con-
sistency in training to enhance the model’s ability to handle
new inputs that may not have been present in the training
data. Thus, the proposed approach improves text-video re-
trieval system performance and enhances its effectiveness
in real-world scenarios.
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3. Proposed Method
3.1. Overview

The proposed method comprises two branches that si-
multaneously learn static information(colors, type) and dy-
namic information (direction, location, nearby vehicles) of
that vehicle. The two branches are subsequently merged to
generate global features between visual and text (as shown
in Fig. 1). Symmetric InfoNCE [12] and Circle [19] are ap-
plied(similar to previous studies) to associate text and image
representations, and the joint project these embedding fea-
tures onto a unified representation space. The main contri-
bution of this paper is to alter the input to show more infor-
mation about vehicle characteristics. We then concatenate
multiple frames to allow the model to learn various vehicle
angles and subsequently employ pseudo-labeling and sev-
eral post-processing modules to enhance retrieval results.

3.2. Multi-View Association

Previous studies considering the local vehicle image
branch, [25] only employ a single frame as model input to
identify local vehicle information. However, the model will
be biased using this approach toward that frame for the ve-
hicle itself on the whole road. This means the model can
not consider different vehicle angles, making it vulnerable
to misrepresentation of local vehicle attributes. We adjusted
image information in this branch by extracting more frames,
intending to also access vehicle trajectory information.

Specifically, we concatenate N frames in a trajectory
onto a single input image. And then uniformly sample N
frames from the track such that each frame has an approxi-
mately similar size and their positions are evenly distributed
in the vehicle’ trajectory. We selected N = 4 frames, and the
4 corner frames are pasted onto the image corner frames to
create the concatenated image, as shown in Fig. 2.

3.3. Pseudo Labeling

The test set could be a potential unlabeled data source
for training; hence we implemented pseudo-labeling [6] as
semi-supervised learning to cultivate the training process.
This step, combine pseudo data generated from the best
results from the 50% test set and available training data,
creating a larger training dataset. For each query, we se-
lect 3 tracks that have the highest similarity score and then
create 3 new data samples. These new samples are sub-
sequently merged into the original data to create a richer
training dataset.

y
′

i =

{
1 if fi(x) in top 3 of f(x)
0 otherwise

(1)

The utilized approach enhances the model’s ability to
generalize by utilizing unlabeled data [6]. It relies on the

data samples being located in high-density regions which
are more likely to have similar labels among their neigh-
boring samples. Therefore, the method encourages the net-
work’s output to remain consistent despite any variations
that may occur in low-dimensional manifold’s directions.

3.4. Loss Functions

Consider a batch with N language-vision feature pairs
{(f lang

i , fvis
i )}Ni=1, that includes total N × N sample

pairs.We apply the symmetric infoNCE [12] and Circle [19]
loss algorithms to simultaneously maximize similarity be-
tween N positive pairs and minimize N × (N −1) negative
pairs.

3.4.1 Symmetric InfoNCE loss

The symmetric InfoNCE loss algorithm minimizes the co-
sine similarity for cross-model negative pairs and maxi-
mizes positive language-vision pairs. The formula consists
of two parts vision-to-language and language-to-vision:

LINCE = Lvis→lang + Llang→vis (2)

Vision-to-language InfoNCE loss helps vision to distin-
guish between their corresponding language and other lan-
guage features. Thus, It is formulated as:

Lvis→lang =
1

N

N∑
n=1

−log

 ecos(f
vis
i ,f lang

i )/τ∑N
j=1 e

cos(fvis
i ,f lang

j )/τ


(3)

Similarly, we used language-to-vision infoNCE loss, to help
language features distinguish between corresponding vision
and other visual features.

Llang→vis =
1

N

N∑
n=1

−log

 ecos(f
lang
i ,fvis

i )/τ∑N
j=1 e

cos(f lang
i ,fvis

j )/τ


(4)

where τ in Equations 3 and 4 denotes a temperature learn-
able parameter, cos(·, ·),i.e, mean cosine similarity.

3.4.2 Circle Loss

Circle loss [19] is a deep metric learning loss function that
learns where the inter-class variance is maximized for a fea-
ture embedding space where the intra-class variance is min-
imized. It achieves by penalizing the similarity of negative
pairs and by encouraging the similarity of positive pairs.
Therefore, Circle loss is expressed as:

Lcircle=log[1+
∑L

j=1 exp(γαj
n(s

j
n−∆n))

∑K
i=1 exp(−γαi

p(s
i
p−∆p))]

(5)
where sp and sn are positive and negative pairs, respec-
tively; and coefficients αp and αn:
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Figure 1: Proposed method architecture, comprising two branches to learn information from two aspects. The upper branch
is dedicated to identifying static vehicular features, whereas the lower branch focuses on extracting dynamic features. These
representations, in conjunction with the text description representation, are integrated to compute cosine similarity scores.
Further refinement of this score is accomplished using a post-processing module that includes clip reweighting, attribute
matching, and relationship matching; to produce the final refined score.

{
αi
p = max(0,Op − sip)

αi
n = max(0, sjn −On)

(6)

Figure 2: An example of multi-view association method. N-
cropped vehicle frames are concatenated into a single rep-
resentative image.

Margins are δp and ∆n, where ∆p is the intra-class margin
and ∆n is the inter-class margin. Reference values O0 and
On can be expressed as :{

Op = 1 +m

On = −m
(7)

and margin values were set to ∆p = 1−m, ∆n = m. Val-
ues for K and L are determined by the number of classes N ,
K = 1 and L = 2(N - 1). These values are used to calculate
the exponential values in the Circlelloss function.

3.5. Post-processing module

We apply several post-processing modules to further re-
fine retrieval results from the model. Following [24] [25],
we implement CNNs to classify attributes, along with a
module to reconsider the relationships between the main ve-
hicle and other objects in a track.

3.5.1 Fine-Grained Vehicle Feature Refinement

Following [24], the proposed approach leverages CNNs to
learn both local and global vehicle attributes. In particu-
lar, we formulate three CNN-based neural networks to clas-
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Figure 3: Proposed method using query sentences with the prefix ”A photo of” to obtain representative images and embedding
vectors. The similarity is subsequently calculated using cosine similarity and a hyper-parameter. This enhances local vehicle
attributes and hence visual recognition performance.

sify vehicle color, type, and motion. Color and type clas-
sifiers are trained, using cropped vehicle images as input;
and model, color, and type extracted from natural language
queries as labels. For the motion classifier, we laid the ve-
hicle trajectory onto the motion map and used the extracted
motion to train the classifier.

We also employ a module to extract information about
related vehicles using natural language and video frames.
We first use an object detection module to identify potential
related vehicle locations and filter irrelevant vehicles. The
module calculates intersection over union (IOU) between
each bounding box area and the target vehicle’s trajectory
mask to filter bounding boxes with IOU that is less than a
threshold value. We can calculate the L2 distance as:

d (p, q) =

√√√√ n∑
i=1

(qi − pi)
2 (8)

where d (p, q) is the distance between the main vehicle p
and related vehicle q; find vehicles in front of and behind
the target vehicle.

Given these relevant background details and attribute
classifiers, we apply a re-weighting strategy to generate
score matrices for front and back vehicles, including scores
for color, type, and main vehicle motion. Score matrices
are then added together (using a coefficient) to obtain the
refined similarity matrix. Thus, we can refine retrieval re-
sults from the model.

3.5.2 CLIP feature re-weighting

We propose a strategy utilizing the contrastive language-
image pre-Training (CLIP) model [16] to enhance local ve-
hicle attributes using a re-weighting approach (as shown in
Fig. 3). In particular, the proposed method extracts the main
subject from each query sentence, then includes the prefix
”A photo of” before the corresponding noun phrase. This
creates the appropriate query sentence, such as ”A photo of
a red sedan” or ”A photo of a brown pickup truck.”. Rep-
resentative cropped images are subsequently obtained for
each vehicle track, and embedding vectors are derived for
both images and queries through the CLIP model. The sim-
ilarity between queries and tracks is then calculated using
cosine similarity, and the resulting matrix is adjusted with a
hyper-parameter coefficient before being added to the orig-
inal similarity matrix obtained from the model. Leverag-
ing this approach will effectively enhance local vehicle at-
tributes and improve visual recognition performance.

3.5.3 Long and Short-Distance Relationship Modeling

The proposed approach uses long-distance relationship
modeling [25] to model the relationships between text and
images. This technique gives a higher similarity score for
all identified intersections described in both text and image
terms. Vehicle location is calculated in each frame using
the bounding box, and vehicle movement is determined us-
ing frame coordinates. Vehicles are determined to be lo-
cated at the intersection of vehicle movement distance in n
frames are all zero. Visual and text location embeddings
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are obtained, and their similarity is calculated using the dot
product to obtain similarity matrix Sl.

We extract all noun phrases in the sentence and keep all
phrases describing the vehicle to model relationships be-
tween multiple vehicles close together in the video frame.
We then extract language embeddings for all the vehicle de-
scriptions and use detection files to extract bounding boxes
for all cars in the frame. This creates a matrix Sr, represent-
ing relationship similarity between each query and track.

Sfinal = S + αSl + βSr (9)

where Sfinal is the final similarity matrix; Sl is the location
similarity matrix; Sr is the relationship similarity matrix; α
and β are hyperparameters that set the importance of each
similarity matrix and we set α = 1, β = 0.3, as recom-
mended in the paper [25].

4. Experiments

4.1. Dataset and Evaluation metrics

The proposed model was trained and tested using the
CityFlow-NL dataset [14], which was already divided into
distinct training and testing sets. The training set has 2,155
identical vehicle tracks. Each sample comprises three de-
scriptive sentences, whereas the testing set consists of 184
unique vehicle tracks.

We evaluated model results for each track using the mean
reciprocal rank (MRR). The reciprocal rank for a query re-
sponse is the multiplicative inverse of the rank of the first
correct answer, and MRR is the average reciprocal rank over
the entire test set:

MRR =
1

N

N∑
i=1

1

ranki
(10)

where N is the number of descriptive sentences and ranki
is the rank position for the first correct answer for the ith

query. We also calculated MRR scores of R@5 (Recall@5)
and R@10 (Recall@10).

In the ablation study section, we use Acc@5 to choose
the best number of frames in the multi-view association ex-
periments. Top-5 accuracy means that any of the model’s
top 5 highest probability predicted results must match the
labels.

Acc@5 =
1

N

N∑
i=1

1{y(i)label ∈ ŷ
(i)
top5} (11)

where N is the number of descriptive sentences, y(i)label is
the correct answer and ŷ

(i)
top5 is the top 5 highest probability

predicted results for the ith query.

4.2. Implementation

Using the proposed method, we input images for each
track at 5/3 fold actual bounding box, subsequently resized
to 288×288 pixel. Input text was augmented by translating
into French and then back to English to increase the num-
ber of sample queries. Pseudo-labels were used to create
dummy labels for the test dataset. We use the ViT-B/16 [16]
weight for the CLIP re-weighting model extracting media
and object features, as described in the query. We set a
batch size of 40 for all inputs, and models were trained over
400 epochs with the AdamW optimizer. The learning rate
was initialized at 0.01, with a standard launch strategy for
40 epochs. A step delay scheduler was subsequently ap-
plied to reduce the learning rate every 80 epochs. Param-
eters Γ = 48 and m = 35 for circle loss; whereas we set
m = 0 for triple loss. Defined models we trained under
their different configurations and gathered for final similar-
ity calculation.

4.3. Ablation Study

4.3.1 Multi-View Association Experiments

Figure 4: Multi-view association experiment results on the
validation set. The proposed method (Acc@5) configured
with four frames achieves the best performance.

In this experiment, we utilized three cameras:
‘S05 c010’, ‘S05 c019’, and ‘S05 c020’ for valida-
tion, and the remaining cameras from the CityFlow-NL
dataset [14] for training. We analyzed the Acc@5 of the
models on the validation set when changing N. N is the
number of concatenation frames:

N =

{
1 for n = 0

2n for n ≥ 1
where n ∈ N (12)

This experiment examines the model with n ∈ [0, 5].
The case when n = 0 indicates N = 1. In this case, the input
is an image with only one frame, similar to the baseline
[25]. In other cases, the number of association views must
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be even because of the symmetric property. All concatenate
frames must be equal in size and resolution. Fig. 4 shows
that the optimal choice is Nbest = 4 when n = 2.

4.3.2 Post-processing Module Experiments

In this section, we also use the validation set and the base-
line like the experiments in Section 4.3.1

Table 1: Ablation experiments for Post-processing module.
All Three Combined denote the proposed post-processing
method, and “↑” denotes that larger numbers are better.

Method MRR(↑)
Baseline 0.25564
Baseline + Feature Refinement 0.27094
Baseline + CLIP Reweighting 0.25757
Baseline + Relationship Modeling 0.26350
Baseline + All Three Combined 0.28047

The first row of Table 1 shows the baseline MRR score,
which is 25.564%. The other rows of the table represent
the MRR scores achieved when different methods were ap-
plied to the baseline system. Refining the vehicle features
achieved the highest increase among the three single meth-
ods, with MRR = 27.094%. The baseline system is im-
proved by applying CLIP reweighting, resulting in an MRR
score of 25.757%. The MRR score of the baseline model
combined with modeling long and short-distance relation-
ships increased by 0.786% compared to the baseline. All
three previous methods provided positive impacts on the
model performance. The fifth row shows the MRR score
achieved when all three methods are combined, resulting in
the highest MRR score = 28.047%.

4.3.3 Model Experiments

In this section, we use the results from the evaluating system
of AI City Challenge 2023 on CityFlow-NL dataset [14].
We investigate the effect of our proposed components in-
cluding multi-view association (MA), pseudo labeling (PL),
and post-processing (PP) in the whole proposed method.

Following the rule of the competition, the scores in Ta-
ble 2 are computed on a 50% subset of the test data from
1/23/2023 to 02/20/2023. The ensemble model utilizing
MA and PP achieved MRR = 0.4579. Adding PL to that
model, increased MRR by 3.5%.

Table 3 shows the quantitative results of the proposed
method and other testing methods using the benchmark that
uses the full test set. We used [25] as the baseline model
achieving MRR = 0.2931. Baseline+MA and Baseline+PL
performances increased with the MRR values of 0.3480 and
0.3715, respectively. Similarly, the Baseline+MA and Base-

Table 2: Ablation study for different models using on 50%
test dataset. Ensemble+MA+PP+PL denotes the proposed
method.

Method MRR(↑)

Ensemble + MA + PP 0.4579
Ensemble + MA + PP + PL 0.4929

line+PP performances overall increased using the R@5 and
R@10 metrics.

MA helps the model exploit more comprehension in-
formation from the multiple images, and PL utilizes unla-
beled data and promotes consistency in the model’s output.
Therefore, using them gave a positive effect on Baseline.

Ensemble+MA+PP and the proposed method (En-
semble+MA+PP+PL) performed much better than Base-
line, Baseline+MA, and Baseline+PL. Overall, Ensem-
ble+MA+PP+PL had the best performance in our experi-
ments.

Table 3: Model performance on the full test set. Ensem-
ble+MA+PP+PL denotes the proposed method.

Method MRR(↑) R@5(↑) R@10(↑)

Baseline 0.2931 0.4891 0.6793
Baseline + MA 0.3480 0.5598 0.6739
Baseline + PL 0.3715 0.5924 0.6957
Ensemble + MA + PP 0.4795 0.6467 0.7826
Ensemble + MA + PP + PL 0.4719 0.6522 0.7826

4.4. Evaluation Results

The proposed method achieved 3rd rank with MRR =
0.4795, as shown in Table 4.

Table 4: Evaluation results for various methods and other
competitors using the full test set from the competi-
tion benchmark. The proposed method is named AIO-
NLRetrieve in this table.

Rank Team ID Team name MRR Score

1 9 HCMIU-CVIP 0.8263
2 28 IOV 0.8179
3 85 AIO-NLRetrieve 0.4795
4 151 AIO2022 0.4659
5 76 DUT ReID 0.4392
6 42 Ctyun-AI 0.4286
7 101 Lighthouse 0.3544
8 210 CT CORE 0.3444
9 197 cv bird 0.3057
10 19 Cpay Penguins 0.0315

Fig. 5 shows the top three retrieval results of the pro-
posed model on the CityFlow-NL dataset. The proposed
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Figure 5: Visualization sample retrieval results of the proposed method on the test dataset of the CityFlow-NL dataset. Only
the first 3 results of the query are listed and 3 frames were sampled for each orbit. Retrieved target vehicles are marked with
green bounding boxes. The proposed model exhibits semantic understanding, focusing heavily on different aspects of the
object even if it is occluded.

model can query the vehicle even though it passes behind
an obstacle, i.e., becomes obscured, in the camera view.
Unlike other methods that only use one image of the ob-
ject as input, our proposed method Multi-view association
(Section 3.2) uses 4 input images, so if the object passes
through an obstacle, it will still get the comprehensive fea-
tures at various angles because of benefits of multi-view as-
sociation. Different degrees might eliminate the possibility
that the obstacle obscures the characteristics of the vehicle.
Because of the CLIP feature re-weighting (Section 3.5.2),
the queried objects focus more on their external appearance,
causing queries from the first 3 ranks to return correct ob-
ject results which visual representations are described as in
the query.

5. Conclusion

This study proposed an improved two-stream archi-
tectural framework for natural language-based vehicle re-
trieval. The proposed approach provides a successful path-
way to increase visual input features and produced a com-
prehensive relationship by considering multiple input vehi-
cle images. A pseudo-labeling step was introduced to ef-
fectively increase data diversity in training. Several post-
processing techniques were applied using three efficient
neural networks to classify vehicle attributes. We applied
the proposed approach to the AI City Challenge 2023,
achieving 3rd position in the private test with MRR =
47.95%. Works in this Challenge are summarized in the
paper [10].
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