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Abstract

In this paper, we propose a method called CheckSORT
for automatic retail checkout. We demonstrate CheckSORT
on the multi-class product counting and recognition task in
Track 4 of AI CITY CHALLENGE 2023. This task aims
to count and identify products as they move along a retail
checkout white tray, which is challenging due to occlusion,
similar appearance, or blur. Based on the constraints and
training data provided by the sponsor, we propose two new
ideas to solve this task. The first idea is to design a control-
lable synthetic training data generation paradigm to bridge
the gap between training data and real test videos as much
as possible. The second innovation is to improve the effi-
ciency of existing SORT tracking algorithms by proposing
decomposed Kalman filter and dynamic tracklet feature se-
quence. Our experiments resulted in state-of-the-art (when
compared with DeepSORT and StrongSORT) F1-scores of
70.3% and 62.1% on the TestA data of AI CITY CHAL-
LENGE 2022 and 2023 respectively in the estimation of
the time (in seconds) for the product to appear on the tray.
Training and testing code will be available soon on github.

1. Introduction

Recently, automatic checkout has become more and
more popular in the field of retail industry, since it can facil-
itate customers to check out quickly, and at the same time
help merchants to save manpower. The task of automatic
retail checkout is to achieve accurate multi-class product
counting and recognition based on computer vision during
the customer checkout process. By leveraging a large num-
ber of real product images from different angles with lo-
cation information, we can train the state-of-the-art deep
neural network (DNN) to detect the location and type of
products in the camera field of view to overcome this task.
However, in practical applications, it is very difficult to ob-

tain a large number of images of various products, differ-
ent angles, lighting, and combinations. [27] proposes to
build a 3D model for each product, and then generate in-
finite synthetic product images from different angles and
different lighting. This happens to be the idea adopted by
the organizers of AI CITY CHALLENGE 2023. What they
provide to the participants is these synthesized images of a
large number of products.

However, the test data provided to us is real checkout
videos. A camera is placed above a white tray, and the user
sequentially takes one or more products from the left bag
to the tray, stays for a very short time (several seconds or
less), and then takes them to the right bag. This completes
the automatic checkout process. The organizer hopes that
we will develop a computer vision-based solution, so that
we can automatically identify how many and what kind of
products the user has bought, neither more nor less. This
leads to our first research topic, how to overcome the huge
gap in the data discrepancy between training and real usage
scenarios.

Our solution is to make the training data and the ac-
tual scene data as close as possible through pre-processing.
Based on the training data provided by the organizer, we
designed a controllable higher-level paradigm to generate
combined product images. When generating data for train-
ing product detection and classification models, we system-
atically investigated the impact of different hyperparameters
on performance. These hyperparameters include the num-
ber of products on the image, the occlusion between two
products, and the scaling of product sizes. Based on this, the
parameters most suitable for real checkouts are obtained.
Since we only need to detect and recognize the products on
the tray, for the test video in the actual application scenario,
we will detect the tray, then remove the human hands and
arms on the tray, and fill them up. In this way, we get an
unoccluded test image that only contains products and the
background is a tray. After this preprocessing, the training
and test images are very close, that is, we can train good
product object detectors and classifiers.

This CVPR workshop paper is the Open Access version, provided by the Computer Vision Foundation.
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Besides the detector and classifier, another indispensable
module is the tracker. The most important thing about a
practical automatic checkout system based only on vision
is accuracy. It should have 100% accurate, because su-
permarkets don’t want to see missing checkouts during the
checkout process, and customers don’t want to have extra
products that are wrongly checked out. Based on the de-
tection and classification results of each frame, we need a
robust association algorithm to overcome the influence of
occlusion and blur, accurately determine the trajectory of a
product on the tray, and infer when it enters and when it
exits. Although existing tracking methods have validated
effectiveness on pedestrian datasets, they are not optimal
for product tracking in retail automatic checkout. We im-
prove the previously efficient association algorithms Deep-
SORT [26] and StrongSORT [7] in two aspects. In the first
aspect, since the center motion and aspect ratio change of
the product present completely different patterns, we pro-
pose to use decomposed Kalman filters for prediction. In
the second aspect, a dynamic adjustment method is adopted
to maintain the feature sequence for each tracklet, so that
the features added to the tracklet each time are far from the
features in the current trajectory. In this way, it can be guar-
anteed that there are typical features from different angles
in the tracklet.

The contribution of this paper is summarized as follows:

• We propose two new improvements to traditional
methods, one is synthetic data optimization to bridge
the gap between training data and actual application
scenarios. Another improvement is to solve the prob-
lem that different observations cannot be predicted
uniformly and the tracking efficiency is low. A product
detection box association method called CheckSORT
customized for automatic checkout scenarios is pro-
posed.

• On the automated checkout test datasets TestA2022
and 2023, CheckSORT outperforms the previous state-
of-the-art algorithms, such as DeepSORT [26] and
StrongSORT [7].

• Extensive experiments are performed to analyze why
our method works, and providing insights for the de-
sign of vision-based automated checkout systems.

2. Related works
A complete vision-based “multi-class product count-

ing & recognition” system consists of five parts, namely
data preprocessing, detector, tracker, classifier, and post-
processing as shown in Figure 1. This section presents the
work of others in each module that is most relevant to our
contribution.

Figure 1. Block diagram of our vision-based automatic self-
checkout system. Here OSS is short for ‘open source software’.

2.1. Synthetic data generation

The 4th track of AI CITY CHALLENGE 2023 provides
enough synthetic product images and masks, but does not
provide background images. And the organizer strictly re-
stricts the use of external data, so generating a variety of
background images and synthesizing them with product im-
ages has become a task that needs to be solved first. Im-
age generation is a field that has been studied for many
years, but it is still very active with new results emerging
every day. At present, researchers have proposed several
approaches to generate realistic, such as generative adver-
sarial network (GAN) [8], flow-based methods [6], varia-
tional auto-encoder (VAE) [11,18], and diffusion-based ap-
proaches [21, 22].

2.2. Multi-object tracking

Vision-based retail automatic checkout should belong to
the field of multi-object tracking, which is a basic and im-
portant task of computer vision. The multi-object tracking
algorithm is divided into two paradigms, one is tracking-by-
detection (first detection and then tracking), and the other
is joint training of detection and tracking. Although due
to the recent introduction of Transformers [25], a num-
ber of excellent joint training-based works have emerged,
such as TransTrack [23], TransMOT [4], MOTR [28], etc.,
their performance is still slightly inferior to two-stage meth-
ods, such as ByteTrack [30], StrongSORT [7], and BoT-
SORT [1]. Therefore we use a two-stage approach.

2.3. Object detection

The purpose of object detection is to detect all ob-
jects of interest in the image and determine their locations.
This is a widely used and very mature field. Object de-
tection algorithms are generally divided into two types,
namely, single-stage methods and two-stage methods. Typ-
ical single-stage methods include SSD [15], RetinaNet [13],
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and YOLO [19], and two-stage methods include Faster-
RCNN [20] and Mask-RCNN [9].

We hope to remove the influence of the hand before iden-
tifying the product, so it is required to give the mask of the
hand while detecting the product. Thus we chose a multi-
stage algorithm DetectoRS [17], which can do detection and
segmentation at the same time, and both have achieved good
performance on the Microsoft COCO dataset [14].

Figure 2. Synthetic images for training with different scaling, IoU,
and background.

2.4. Image classification

After the product is detected, it needs to be identified
or classified. For image classification algorithms, convolu-
tional neural networks have dominated since AlexNet [12],
such as ResNet [10], EfficientNet [24], ResNeSt [29], etc.,
and now Transformers [25] have become popular, such as
ViT, Swin-Transformer [16], etc., and the performance of
classification has gradually improved. Many of these algo-
rithms have pre-trained models on ImageNet [5]. We fine-
tune the pre-trained models on the product dataset to make
them more suitable for object recognition in checkout sce-
narios.

2.5. Association and post-processing

After obtaining the products detected on each frame and
the preliminary classification results, in order to obtain the
exact category and quantity of the products at checkout, a
robust association algorithm is needed to determine the pre-
cise trajectory of the products at checkout. Most of the cur-
rent association methods are based on the Hungarian algo-
rithm, such as SORT [2], DeepSORT [26], StrongSORT [7],
ByteTrack [30], BoT-SORT [1], TransMOT [4], and OC-

SORT [3], etc. The frameworks of these algorithms are
similar, the difference lies in the different modules, such
as different Kalman filters, appearance embedding, ReID
features, assignment matrix calculation methods, camera
compensation methods, etc. Since the movement of prod-
ucts and pedestrians is completely different, this paper at-
tempts to improve the Kalman filter, the appearance feature
in tracklet, and the calculation method of assignment matrix
to improve the performance of the Hungarian algorithm in
product trajectory prediction.

3. Controllable synthetic data optimization
Publicly available video data for automated retail check-

outs is very scarce and difficult to annotate. [27] proposes
to build a 3D model for each product, so that unlimited
product images from various angles and lighting can be gen-
erated. The product image is used as the foreground and
pasted on the background, we can get unlimited data for
training product detection and classification models. There-
fore, how to embed product images in the background be-
comes the key to the success of the whole system.

We designed a controllable synthetic data optimization
scheme, in which three hyperparameters need to be ad-
justed, namely the number of products on the background,
the occlusion degree between two products, and the scaling
of product sizes. Here the occlusion degree is represented
by Intersection over Union (IoU), and the scaling size is also
within [0, 1]. These three parameters affect each other. If we
put too many products on the background at one time and
keep the original size of the products, the occlusion between
the products will inevitably increase. The user can specify
the range of these parameters, such as 1-6 products, the oc-
clusion degree is less than 0.3, and the zoom size is within
[0.15, 05] to generate different training data. We adjusted
different hyperparameters, conducted ablation experiments,
and found that with regard to occlusion, it is best to either
have an upper bound of 0.5, or not have occlusion; and the
scaling size should be set around 0.5 as much as possible.
At this time, the system will achieve better performance.
For detailed experiments, please refer to Section 5.1.

Comparison with real image as background We also
conducted experiments to investigate the performance dif-
ference caused by using synthetic images and real images as
backgrounds. Experimental results in Section 5.2 show that
using real images improves performance. This also tells us
that for automated retail checkouts, synthetic data is only
a compromise, and it is better to use real data when con-
ditions permit. Figure 2 shows some synthetic images for
training with different scalings, IoUs, and backgrounds.

Usage of these data DetectoRS [17] is used as the prod-
uct detection model, which is pre-trained on the Microsoft
COCO dataset [14]. The data prepared above are used to
fine-tune this pre-trained model. And in order to obtain
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Figure 3. The orange one is the distance curve from the product center to the origin. The red one is the curve of aspect ratio over time.
There are multiple product checkouts in this figure.

a robust classifier, in addition to the data provided by the
organizer, product images with different backgrounds are
extracted from the optimized synthetic data and used for
fine-tuning. Three types of classification models are used,
namely EfficientNet, ResNeSt-50, and ResNeSt-100 pre-
trained on ImageNet [5].

4. CheckSORT
The association algorithm we use is based on Strong-

SORT [7] with several improvements, including decom-
posed Kalman filtering and dynamic tracklet feature se-
quences.

4.1. Fundamentals of SORT-like algorithms

The input to SORT-like algorithms is continuous frames
with product detection results, and the output is several
clean product checkout trajectories. All trajectories are ini-
tialized to be empty. When faced with the detection result
of the first frame, each bounding box is initialized as a tra-
jectory, including the mean and variance measured in the
initialization Kalman filter (generally highly correlated with
the bounding box). All trajectories are in one of three states,
tentative (all newly created trajectories are tentative), con-
firmed (if several consecutive frames that match the detec-
tion box, it is confirmed, otherwise it is deleted), deleted (if
a track has not been matched by a detection box for a long
time, then delete).

After the trajectories are initialized, it starts to process
one frame at a time. For each frame, first do prediction. The

Kalman filter predicts the position (its mean and variance)
of the bounding boxes that may appear in the current frame
according to the historical state of the trajectory and the mo-
tion equation. Next comes the updating. For the confirmed
trajectory, the matching between current bounding box and
confirmed trajectory is realized through the cosine distance-
based cost matrix and the Hungarian algorithm. For un-
confirmed and unmatched trajectories, a second match is
performed by the Mahalanobis distance between the pre-
dicted state and the measured signal (current detection box)
through Kalman filtering. Then update the state of all tra-
jectories based on the two matching results.

4.2. Decomposed Kalman filter

In most previous association algorithms, a single Kalman
filter is used to model and predict x = [x, y, a, h, ẋ, ẏ, ȧ, ḣ]
by

xk = Axk−1 +wk−1, (transition equation) (1)
zk = Hxk + vk, (measurement equation) (2)

where A is the motion matrix, H is the updating matrix,
wk and vk are the process noise and measurement noise
with covariance matrix of Q and R respectively

p(w) ∼ N (·;0,Q) (3)
p(v) ∼ N (·;0,R). (4)

Here N is the normal distribution, x and y are the center
point of the bounding box, a is the aspect ratio, h is the
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Figure 4. The post-processing of CheckSORT can effectively re-
duce false detection.

height, and the “ ˙ ” represent the first derivative, which is
the rate of change. But in fact, [x, y] and [a, h] show com-
pletely different motion patterns. The movement of prod-
ucts at checkout can be decomposed, one is the smooth
movement of the center [x, y], and the other is a nearly
independent rigid body motion, such as the rotation of a
product. The translational movement is relatively simple,
almost linear, and the rotation corresponds to the nonlin-
ear sharp change of [a, h] of the bounding box. Figure 3
shows the comparison between the center movement and
the aspect ratio change curve of a product in a video from
TestA 2022. It can be seen that the change in aspect ratio
is much larger than the movement of the center. We there-
fore propose the decomposed Kalman filter (DKF), which
can model p = [x, y, ẋ, ẏ] and b = [a, h, ȧ, ḣ] of products
separately. The Kalman filters that characterize the position
p and the aspect ratio b share the same motion and update

matrices, they are

A =


1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

 and H =

(
1 0 0 0
0 1 0 0

)
(5)

respectively. However, the variances of the initial measure-
ments of the two Kalman filters are different. The variance
of position p is highly correlated with the product, while
the variance of the aspect ratio is completely random, and
we set its initial value to p(a) ∼ N (·; 0, 0.01).

Distance matrix When matching the detection boxes of
the current frame and the historical trajectory, it is neces-
sary to obtain the pairwise distance between them. In our
DKF, we need to calculate the distance matrix of position
and aspect ratio separately, they are

d(p)(i, j) = (pj − tpi )P
−1
i (pj − tpi ), (6)

and

d(b)(i, j) = (bj − tbi )B
−1
i (bj − tbi ), (7)

where (tpi ,Pi) and (tbi ,Bi) are the projection parameters
of the i-th tracklet of the position and aspect ratio in the
corresponding measurement space, and pj and bj are the
position and aspect ratio related measurement of the j-th
bounding box.

Since DeepSORT [26], different appearance features
start to be applied in the distance calculation and match-
ing between the tracklet and the detected object. We extract
the appearance features of products and trajectories through
an EfficientNet [24] pre-trained on ImageNet [5] and fine-
tuned on the product dataset.

Dynamic exponential moving average (EMA) tracklet
feature sequences Different from DeepSORT [26] main-
taining a gallery of 100 continuous descriptors for each
track and StrongSORT [7] using EMA to filter the noise
of the detection results, we propose a dynamic gallery of
variable-length non-continuous EMA features. Only when
the normalized EMA feature eTi of the currently detected
object is sufficiently different from the EMA feature in the
current gallery Ei = {eti|t = 1, ..., Li} (Li is the size of the
gallery), it will be added to the gallery. Then the appearance
distance matrix can be computed by

d(a)(i, j) = min{1− eTi e
t
j |etj ∈ Ej}. (8)

Gating and cost matrix In this way, we get three dis-
tance matrices. Similar to DeepSORT, we can get a gating
matrix for each matrix and the final cost matrix. The dif-
ference is that our cost matrix is a weighted sum of three
different matrices

c(i, j) = λpd
(p)(i, j) + λbd

(b)(i, j) + λad
(a)(i, j). (9)
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4.3. Post refinement

After getting all the trajectories through the above algo-
rithm, we need to do some refinement to improve the accu-
racy. Under some empirical tuning, we specify the follow-
ing rules to process these raw trajectories:

• If the track is very short, or the track is classified as a
background class and does not belong to any product
class, delete it.

• If the track has a gap greater than half a second in the
middle, it is broken into two traces.

• If the classification results of several trajectories are
the same, and the distance between two trajectories is
less than 3 seconds, these trajectories are merged.

Figure 4 shows an example, it can be seen that post-
processing is very important and can significantly improve
the results.

5. Experiments
We noticed that the 4th track of AI CITY CHALLENGE

2023 is slightly different from previous year. This year we
need to predict which frame in the video the products start
to appear, while last year we only need to predict the sec-
ond from which they appear. Of course, we hope to verify
the algorithm on the test data of AI CITY CHALLENGE
2023, but these data have no ground truth. So we settled
for the next best thing, and manually label the appearance
time (seconds) of products for the two TestA datasets in
2022 and 2023, and verified the algorithm on these two
datasets. Same to the evaluation method in 2022, we use
F1-score as the criterion, where true positive (TP) identifi-
cations are considered when objects are correctly identified
in the region of interest. False negative (FN) identifications
are ground-truth objects that are not correctly recognized.

The organizer provided 116,500 synthetic images from
116 3D objects based on the pipeline from [27].

5.1. Effect of synthetic data optimization

Table 1. Performance comparison on TestA 2022 under differ-
ent IoUs (in the generation of training set). When generating the
training set, the scaling size is fixed in the range of 0.15∼0.5. The
tracker used is DeepSORT.

IoU≤ 0.25 0.2 0.15 0.1 0.05
Recall(%) 58.6 44.8 55.1 58.6 58.6

Precision(%) 58.6 39.3 50 54.8 44.7
F1-score(%) 58.6 41.9 52.4 56.7 50.7

In Section 3, there are only two hyperparameters that can
be adjusted, one is the upper bound of IoU, and the other

Table 2. Performance comparison on TestA 2023 under differ-
ent IoUs (in the generation of training set). When generating the
training set, the scaling size is fixed in the range of 0.15∼0.5. The
tracker used is DeepSORT.

IoU≤ 0.25 0.2 0.15 0.1 0.05
Recall(%) 53.6 53.6 47.3 52.6 56.8

Precision(%) 48.5 46.3 38.1 47.6 45
F1-score(%) 51 49.7 42.2 50 50.2

is the range of scaling. Tables 1 and 2 show the recogni-
tion performance on TestA 2022 and 2023 under different
IoUs with fixed scaling in the range of 0.15∼0.5. Both ex-
periments show that larger upper bounds on IoUs lead to
better performance. That is to say, the more occlusions
between two products and the more complex data gener-
ated are more conducive to multi-object detection, classi-
fication and tracking. Tables 3 and 4 show the different
performances under different scaling ranges when the up-
per bound of IoU is fixed at 0.1. It can be seen that scal-
ing around 0.55 will produce better performance. Larger
scaling cannot generate enough training data, and too small
scaling will not match the actual situation.

Table 3. Performance comparison on TestA 2022 under different
scalings (in the generation of training set). When generating the
training set, the IoU is fixed to be upper bounded by 0.1. The
tracker used is DeepSORT.

Scaling = 0.15∼0.5 0.15∼0.55 0.15∼0.60
Recall(%) 58.6 55.1 58.6

Precision(%) 54.8 61.5 50
F1-score(%) 56.7 58.2 53.9

Table 4. Performance comparison on TestA 2023 under different
scalings (in the generation of training set). When generating the
training set, the IoU is fixed to be upper bounded by 0.1. The
tracker used is DeepSORT.

Scaling= 0.15∼0.5 0.15∼0.55 0.15∼0.60
Recall(%) 52.6 53.6 51.5

Precision(%) 47.6 47.2 44.1
F1-score(%) 50 50.2 47.5

5.2. Synthetic vs. real background

According to the known how obtained in the previous
section, we tested the performance of the model using real
or synthetic images as the background on TestA 2022 and
2023 under two configurations of IoU upper bound and scal-
ing. It can be seen from Tables 5 and 6 that no matter what
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configuration or test data set, using real images as the back-
ground will result in better performance. Especially under
the configuration of IoU≤0.5, scaling = 0.4∼0.8 on TestA
2022, using real images as the background can improve the
performance by about 8%.

Table 5. Performance comparison under IoU≤0.5, scaling =
0.4∼0.8. The tracker used is DeepSORT.

% TestA 2022 TestA 2023

Synthetic
Recall 58.6 49.4

Precision 62.9 58.7
F1-score 60.7 53.7

Real
Recall 65.5 52.6

Precision 73.0 57.4
F1-score 69.0 54.9

Table 6. Performance comparison under IoU≤0.5, scaling =
0.3∼0.75. The tracker used is DeepSORT.

% TestA 2022 TestA 2023

Synthetic
Recall 55.2 49.4

Precision 64 58.7
F1-score 59.2 53.7

Real
Recall 65.5 57.8

Precision 73.0 58.5
F1-score 69.0 58.2

5.3. CheckSORT

In Tables 7 and 8 we compare the performance of
DeepSORT, StrongSORT, and CheckSORT on two datasets
and two configurations. Whether compared to DeepSORT
or StrongSORT, CheckSORT has different degrees of im-
provement.

Table 7. Performance comparison under different trackers (D.
for DeepSORT, S. for StrongSORT, C. for CheckSORT) with
IoU≤0.5, scaling = 0.3∼0.75.

TestA 2022 TestA 2023
% D. S. C. D. S. C.

Recall 65.5 65.5 65.5 57.8 60 62.1
Precision 73 70.3 76.0 58.5 60 62.1
F1-score 69.0 67.8 70.3 58.2 60 62.1

On the leaderboard Table 9 is the official ranking of
the current results (the final ranking still needs to submit
the code for testing on TestB), and we are ranked fifth. It
looks like we still have a lot of potential for improvement.

Table 8. Performance comparison under different trackers (D.
for DeepSORT, S. for StrongSORT, C. for CheckSORT) with
IoU≤0.5, scaling = 0.4∼0.8.

TestA 2022 TestA 2023
% D. S. C. D. S. C.

Recall 65.5 65.5 65.5 52.6 51.5 53.6
Precision 73.0 73.0 76.0 57.4 53.8 58.6
F1-score 69.0 69.0 70.3 54.9 52.6 56.0

Table 9. Current leaderblead of AI CITY CHALLENGE 2023.

Rank Team ID Team Name Score
1 33 SKKU Automation Lab 0.9792
2 21 BUPT MCPRL 0.9787
3 13 Zebras 0.8254
4 1 SCU Anastasiu Lab 0.8177
5 23 Fujitsu R&D Center 0.7684
6 200 Centific 0.6571
7 65 dtb2023 0.4757
8 64 Fu 0.4215
9 9 HCMIU-CVIP 0.3837

10 68 UTE AI 0.3441

6. Conclusion

The goal of this paper is to propose a solution to the
competition. To bridge the large gap between training and
testing data, we propose a synthetic training data optimiza-
tion paradigm. And we also propose a customized Check-
SORT tracking algorithm based on the particularity of prod-
uct checkout scenarios. Experimental results show that both
methods can improve the recognition performance of auto-
matic self-checkout.
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