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Abstract

Multi-target multi-camera tracking of persons in indoor
scenarios such as retail stores or warehouses enables ef-
ficient placement of products and improvement of work-
ing processes. In this work, we propose the ReidTrack
framework, which performs the task solely based on peo-
ples’ visual appearances. In theory, accurate person re-
identification is able to solve the whole task without the
need for additional and complex scene models or post-
processing steps. ReidTrack is based on clustering ap-
pearance embeddings with a mechanism to avoid identity
switches caused by detection bounding boxes showing the
body parts of multiple individuals. With only a robust
person re-identification model and the real-time detector
YOLOv8 and without any auxiliary information, such as
complex scene models, our approach ranks fourth concern-
ing Track 1 of the 2023 AI City Challenge.

1. Introduction
The aim of Multi-target Multi-camera Tracking

(MTMCT) is to track the routes of multiple targets, e.g.,
persons, vehicles, or other objects, within a scene surveyed
by multiple cameras. The cameras might have overlapping
as well as non-overlapping fields of view. MTMCT is a
crucial task in many applications. For instance, tracking ve-
hicles’ routes in cities enables automatic traffic monitoring
and improved signal time planning. Furthermore, indoor
cross-camera person tracking systems show huge potential
in retail and manufacturing. Retail stores equipped with
such systems might gain important insights about their
customers, which may help to optimize the locations of
products and to improve the routes inside the shops. Con-
cerning the application in manufacturing and warehouses,
MTMCT is helpful to enhance efficiency, refine workflows,
and reduce the distance to be covered by workers. As a
solution for the AI City Challenge 2023, this work deals
with person tracking in various indoor scenarios ranging

(a) Overlapping persons (b) Occlusions

(c) Partly visible persons

Figure 1. Person Re-identification Challenges in Indoor Scenes
– Person-to-person occlusions, heavy occlusions by object, and
only partly visible people pose severe challenges for robust person
re-id-based tracking in indoor environments.

from supermarkets to warehouses.
In general, the task of MTMCT can be divided into two

main parts: Multi-target Single-camera Tracking (MTSCT),
also known as Multi-object Tracking (MOT), and cross-
camera association. MTSCT detects persons in the camera
frames and connects the detections in subsequent frames
to create single-camera tracklets, i.e., the trajectories of
persons within a single camera view. Afterward, cross-
camera association links single-camera tracklets seen in dif-
ferent cameras to form multi-camera tracks that represent
an individual’s movements through the entire camera net-
work. Most MOT approaches in MTMCT systems leverage
the tracking-by-detection paradigm. Following this proce-
dure, a person detector is applied first to locate the rele-
vant objects in each video frame, and subsequently, these
detections are associated if they depict the same person.
The association step typically relies on bounding box po-
sitions, motion information, and the overall visual appear-
ance. Whereas many works exist that focus on trackers
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without the use of visual features, tracking solely based on
information about the looks of people is rarely studied, al-
though being the only reliable type of information to re-
identify a person after occlusion or to connect the track-
lets across cameras with non-overlapping fields of view. To
close this research gap and compare the accuracy to other
state-of-the-art methods, we follow a person Person re-
identification (re-id)-only approach, named ReidTrack, in
this work. Person re-id aims at finding further occurrences
of a person shown in an image by generating so-called im-
age embeddings encoding the visual appearance of human
beings. The similarity of person images can be assessed
by computing a distance measure in the learned feature
space. Our core idea is to cluster embeddings within one
camera view to create single-camera tracklets and cluster
them across cameras to obtain multi-camera tracks. Since
the goal is to evaluate a re-id-only system, we waive scene
models or complex post-processing steps. For instance, we
do not make use of any computation-heavy explicit han-
dling of overlapping camera views via, e.g., homographies,
or other information about the camera network’s topology.
Even if, in theory, perfect re-id leads to precise MTMCT,
severe challenges must be considered. Examples are shown
in Fig. 1. A particular challenge are persons occluding each
other, as shown in Fig. 1a. As a result, the body parts
of multiple individuals are present in detection bounding
boxes. Therefore, extracted visual information might in-
clude misleading cues. Moreover, occlusions caused by
several obstacles might interrupt single-camera tracklets of
persons. Especially in supermarkets, shelves often obscure
the view of the cameras. However, in contrast to, e.g., in-
accurate motion prediction, re-id can efficiently bridge the
occurrence of individuals before and after the occlusion.
Nevertheless, partly occluded people are challenging since
the re-id feature should not encode the visual appearance of
the obstacle but only focus on the person to avoid the later
matching of detections based on irrelevant objects. Lastly,
associating partly visible persons, e.g., the head, with full-
body detections is challenging. Such problems are triggered
by the abovementioned challenges or at the camera frame
edges. Person re-id approaches must be robust against this
and achieve decent accuracy in such cases. We address
these challenges by excluding overlapping bounding boxes
with misleading information during the first association of
detections and by applying data augmentation techniques to
obtain robust re-id models.

Our main contributions can be summarized as follows:

• We develop the first re-id-only MTMCT system and
prove its efficiency.

• We propose a handling mechanism for person-to-
person overlaps since these are a primary error source
in re-id-based tracking approaches.

• Our ReidTrack framework achieves competitive re-
sults in Track 1 of the 2023 AI City Challenge [36]
without using any information about the scene or man-
ually defined scene models.

2. Related Work
2.1. Person Detection

Person detection is a sub-category of object detection be-
cause it focuses on a single class. In general, one-stage
and two-stage approaches are distinguished. The benefit
of one-stage approaches, e.g., SSD [28], RetinaNet [24],
or YOLO [40] and its variants [6, 16, 21, 41, 57] is their
efficient computation since localization and classification
of objects is done at once. In contrast, two-stage meth-
ods such as Faster R-CNN [43], Feature Pyramid Net-
works [23], and Cascade R-CNN [7] generate region can-
didates first and subsequently classify them in a separate
stage. As a result, these methods are usually more accu-
rate, but at the cost of computation time. In recent years,
several challenges [34, 35, 37, 68] have been conducted,
for which high-ranking participants often employed YOLO-
related approaches [17, 27, 29, 48, 55, 56] due to the excel-
lent trade-off between speed and accuracy. We also follow
this approach since MTMCT is a complex and computation-
heavy task that nevertheless needs many computing re-
sources.

2.2. Person Re-identification

In general, person re-id approaches either learn a single
global feature [18, 31, 63], apply implicit attention mech-
anisms [9, 66], learn multiple features for particular body
parts [46], or leverage auxiliary information [26, 49] such
as semantic attributes. However, literature, especially con-
cerning real-world application of models, indicates that
learning a global feature without any further knowledge or
cues achieves state-of-the-art results at a favorable trade-off
between accuracy and inference time [30, 32]. As a result,
we investigate global feature learning approaches to deter-
mine a suitable re-id component for the ReidTrack frame-
work in this work.

2.3. Single-camera Tracking

Most Single-camera Tracking (SCT) methods rely on
the tracking-by-detection paradigm, which considers the
task two sub-problems [1, 3–5, 12, 42, 45, 51, 53, 58–62, 65].
First, objects are detected and subsequently associated us-
ing a similarity measure. Typically, multiple information
about the objects is combined, such as the location of
objects [4], their motion [3, 65], visual appearance fea-
tures [1, 5, 12, 51, 53, 58], or body poses [53, 60]. Nonethe-
less, recent works fuse detection and tracking to increase
the focus on the temporal context in videos. Object de-

5443



tectors are extended to full trackers [2, 67], existing tracks
are used as prior knowledge for the detection in subse-
quent frames [14, 67], or 3D CNNs are leveraged to de-
tect entire tracklets directly [38]. Furthermore, the use of
transformer-based architectures gains increasingly impor-
tance [8,33,52]. However, re-id-only tracking as introduced
in this work is rarely studied in the literature so far.

2.4. Multi-camera Tracking

MTMCT system usually consist of a detection, Multi-
target Single-camera (MTSC), and cross-camera associ-
ation stages [20, 22, 44, 54]. In general, methods are
distinguished into online and offline approaches. On-
line approaches [15, 47, 64] solve the task frame-by-
frame, whereas offline trackers perform the task as a post-
processing step using the output of the single-camera track-
ing [19, 22, 29, 48, 50, 62]. Since offline trackers achieve
higher tracking accuracy, these approaches are typically ap-
plied in challenges [34, 35, 37]. Recent advances indicate
that prior information about the scene’s setup, e.g., the po-
sitions and orientations of cameras, is a crucial clue for
MTMCT [19, 20, 22, 39, 47, 48, 50]. It enables avoiding in-
feasible inter-camera associations, dealing with overlapping
camera fields of view, or using transition times as com-
plementary information to compute the similarity metric.
However, such scene models need much manual supervi-
sion and might not be available in real-world situations if,
for instance, the cameras are moving. Due to this reason, we
solely rely on visual appearance information in this work.

3. Methodology
Given a multi-camera network consisting of C cam-

eras, each video Vc included in the set of video streams
V = {V1, . . . , VC} is processed separately by the single-
camera tracking pipeline shown in Fig. 2. The resulting set
of single-camera tracklets T SC = {T SC

1 , . . . , T SC
C } then

serves as input to the multi-camera association stage, which
is depicted in Fig. 3. Both core components and their sub-
modules are thoroughly described in the following sections.

3.1. Single-camera Tracking

Fig. 2 introduces the operating principle of the single-
camera tracking. As a first step, a detector is applied to lo-
cate persons within the video frames. Received detections
Dc are then split into overlapping and non-overlapping de-
tections, i.e., DOV

c and DNOV
c , respectively. In this case,

overlapping detections refer to multiple individuals visible
in bounding boxes. The presence of several persons within
a bounding box may mislead the person embedding and
thus deteriorate performance [48, 50]. Due to this reason,
we consider only bounding boxes showing single persons
in the first step to avoid association errors such as iden-
tity switches. Splitting is done based on the Intersection

over Union (IoU) between the detections in a frame. If the
IoU exceeds a threshold τOV , related detections are con-
sidered overlapping detections. Whereas re-id features are
extracted for all detections, only non-overlapping detections
are used for the first association round. To reduce the mem-
ory footprint of clustering and to speed up the single-camera
tracking process, we include an IoU tracking stage before
re-id-based association. Directly clustering the embeddings
of all detections might lead to colossal distance matrices of
size |DNOV

c | × |DNOV
c |, with | · | being the set cardinal-

ity. In particular, this would result in infeasible hardware
requirements for long videos in which many people occur.
The experiments will explore the effects of IoU tracking in
more detail. The IoU tracker [4] connects detections be-
tween subsequent frames if the overlap is larger than a spec-
ified threshold τIoU . Resulting tracks T IoU

c are then passed
to the re-id-based single-camera clustering. Finally, the pre-
viously excluded overlapping detections DOV

c are assigned
to the T C

c obtained from the clustering step. The detec-
tion, feature extraction, association, and overlapping detec-
tion assignment components are thoroughly introduced in
the following.

3.1.1 Detection

Due to the great complexity of MTMCT approaches and
thus long computation times, we have decided to favor a fast
single-stage detector over slower but more accurate two-
stage models. Specifically, YOLOv8 (YOLOv8)x [21] is
utilized as a detector since it offers an appropriate tradeoff
between speed and accuracy. Since only training data for
the synthetic domain is available (see Sec. 4), we employ
two different variants. A COCO [25] pre-trained model is
fine-tuned on the challenge’s training data for the synthetic
scenarios. In contrast, the COCO pre-trained model is ap-
plied directly to the test scenario consisting of real videos.
Regarding image resolution, the experimental results do not
indicate a substantial benefit from using the original Full
HD resolution of the videos. So, to further speed up the
computation of the ReidTrack framework, video frames are
downscaled to 640×480 for detection. Besides, 0.25 is cho-
sen as the confidence threshold, and the non-maximum sup-
pression IoU threshold is set to 0.7 to avoid false positive
detections.

3.1.2 Feature extraction

The feature extraction stage generates appearance embed-
dings for cropped bounding boxes. Embeddings are nec-
essary for single-camera clustering as well as for match-
ing overlapping detections to tracks. So, extraction is per-
formed for non-overlapping DNOV

c and overlapping DOV
c

detections. The resulting sets of features are referred to as
FNOV

c and FOV
c , respectively. FNOV

c serve as input to
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c
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Figure 2. Single-camera Tracking – First, a detector localizes the persons in the frames. To avoid identity switches caused by person-to-
person occlusions, overlapping detections are filtered, and only non-overlapping detections are used for association using an IoU tracker
and clustering. The IoU tracking is not necessary but reduces the hardware requirements. After clustering the visual embeddings to
tracklets, the previously discarded overlapping detections are associated.

the clustering-based association and FOV
c are leveraged for

the assignment of overlapping detections. The person re-id
model AGW [63] is applied as feature extractor. Similar to
the detection stage, we use two variants for real and syn-
thetic data. However, both models are solely trained using
synthetic images. The model for the real test scenario is
trained with the MOTSynth [13] dataset. More details about
the dataset and its pre-processing are given in Sec. 4. Due
to the vast amount of available training data, ResNet-101 is
chosen as the backbone. Furthermore, AutoAugment [10] is
applied as additional data augmentation technique to avoid
overfitting and to ensure strong generalization performance.
Analogous to detection, the model used for the synthetic
test scenarios is fine-tuned on the synthetic AI City train-
ing data. Therefore, we construct a training dataset whose
composition is described in Sec. 4. Since less diverse im-
agery is available, ResNet-50 is suitable as the backbone.
Larger models are not beneficial and may overfit the train-
ing data. Finally, horizontal image flipping is applied as test
time augmentation to assure robustness against the walking
direction.

3.1.3 Single-camera Clustering

The single-camera clustering stage is the core component.
It takes the tracklets obtained by the IoU tracking T IoU

c and
according re-id features FNOV

c as input and clusters track-
lets using the embedding vectors. For this, first mean em-
beddings are computed for each tracklet in T IoU

c , and then
the Cosine distances between all pairs of tracklets are calcu-
lated. Based on this distance matrix, tracklets are clustered
hierarchically, i.e., the two nearest clusters are merged it-
eratively until specific conditions are met. In detail, three
rounds of clustering are applied that differ concerning the
clustering conditions:

1. In the first clustering round, the primary restriction, in

addition to the distance threshold τC1, is that tracklets
are not allowed to overlap in time. A person cannot
appear in several different places at the same time.

2. The second round omits the time condition since, due
to the low detection size, multi-detections of pedestri-
ans occur. Especially in situations where, e.g., the head
and the feet are visible due to occlusions caused by
shelves, multiple bounding boxes might be detected:
one for the head and one for the entire body. As a re-
sult, multiple tracklets might overlap in time, although
belonging to the same person. Therefore, only a strict
threshold τC2 for the visual similarity is applied.

3. Last, short tracklets are associated with long tracklets.
Analogous to round 2, the clustering is stopped solely
based on an appearance distance threshold τC3. The
threshold is slightly higher than the one in round 2 be-
cause the idea is to connect short tracklets to longer
ones. For instance, if a person walks through the cam-
era view at the frame borders and is only partly visible
for a short period, and thus the visual similarity is dif-
ferent from the longer tracklet of the same individual
depicting the entire body.

The resulting merged tracklets T C
c are forwarded to the last

processing step, assigning the previously discarded overlap-
ping detections to those tracklets.

3.1.4 Assignment of Overlapping Detections

As a last step, overlapping detections DOV
c need to be as-

signed to single-camera tracklets T C
c . Overlapping de-

tections were ignored during clustering to avoid identity
switches caused by bounding boxes with body parts of mul-
tiple identities. Two mechanisms are applied to assign the
detection to tracklets. First, gaps in tracklets are closed
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Inter-camera clustering

Interpolation

Track filtering
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Figure 3. Cross-camera Association – The cross-camera associa-
tion stage of ReidTrack consists of an inter-camera clustering and
two post-processing steps.

by interpolating the bounding boxes and determining the
best matching overlapping detection according to the IoU
in each frame. In cases there is no detection with any over-
lap, no assignment is made. Second, associating overlap-
ping detections with tracklets is performed based on the vi-
sual appearance. Overlapping detections are assigned to the
tracklet with the closest visual match if a threshold τre−id

is not exceeded, and there is no already existing detection
for the same timestamp.

3.2. Cross-camera Association

After tracking persons within the single-camera views,
tracklets are associated across cameras to generate multi-
camera tracks. The inter-camera association procedure of
ReidTrack is visualized in Fig. 3. Analogous to single-
camera tracking, hierarchical clustering of the tracklets’
mean appearance features is the core component of the asso-
ciation. In the cross-camera case, two rounds of clustering
are performed. As a general restriction, each multi-camera
track may contain only one tracklet per camera. Further-
more, both rounds of clustering are conducted using the
same re-id threshold τMC . The difference between the clus-
tering rounds is that only tracklets with a minimum length
of 10,000 frames are merged during the first round. The
idea is to ensure that the longest tracklets are associated
if multiple track fragments belong to the same person in a
camera. Subsequently, small gaps with a maximum size of
10 frames are bridged by interpolation. Finally, short tracks
and tracks that only appear in a single camera are filtered
since such tracks most likely are false positives.

4. Experiments
This section introduces the experimental setup and the

experimental results. First, the datasets used are presented,
followed by the hyperparameters and the discussion of the
obtained results.

(a) S001

(b) S002

(c) S013

Figure 4. AI City Challenge 2023 Dataset – Selected camera
views of three multi-camera scenes of the challenge dataset are
shown. The dataset comprises real-world as well as synthetic
video data.

4.1. Datasets

Two datasets are used in this work. Besides the AI
City Challenge 2023 dataset, the fully-synthetic MOTSynth
dataset was leveraged to train the person re-id model for
generalization on real data.

4.1.1 AI City Challenge 2023

The challenge dataset for Track 1 of the 2023 AI City Chal-
lenge [36] is a large-scale MTMCT that consists of both
synthetically generated and real imagery. The synthetic data
was created using the NVIDIA Omniverse Platform. In to-
tal, 22 different indoor settings are captured with multiple
cameras each, from which one test scenario shows real-
world data from a warehouse. Cameras are positioned to
include overlapping as well as non-overlapping fields of
view. Video resolution is Full HD recorded with 30 frames
per second. Sample frames from different scenarios are vi-
sualized in Fig. 4. The data is split into ten training, five
validation, and seven test settings. However, to increase the
amount of training data, we only use three scenarios for val-
idation (S013, S017, S020) and extend the training split by
the other two validation scenarios.

For training the detection model, every 30th frame is uti-
lized. Concerning person re-id, only persons in every 128th
frame are extracted since the diversity in the data is lim-
ited by the comparatively low number of different identi-
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ties. One bounding box per person and video is randomly
selected as a query for validation.

4.1.2 MOTSynth

As mentioned above, the number of identities included in
the AI City Challenge is limited, so we argue that the MOT-
Synth [13] is better suited to generalize to the real-world
warehouse setting of the AI City Challenge dataset. Fur-
thermore, the visual appearance of people is more realistic.
MOTSynth is a large-scale synthetic dataset created with
the engine of the video game GTA V. It provides anno-
tations for several tasks, such as pedestrian detection, re-
identification, segmentation, and tracking. More than 1.3M
Full HD video frames recorded at 25 frames per second
with about 40M annotated bounding boxes are available.
For training and evaluating our re-id model, we employ the
official MOTSynth training split and the MOT17 [11] train-
ing data for evaluation of the generalization ability. Every
60th frame is sampled to create the re-id dataset. Since the
MOT17 dataset comprises multiple videos, we report the
mean values and standard deviation of evaluation metrics
across the videos.

4.2. Training Parameters & Hyperparameters

For fine-tuning our detectors, we apply the default pa-
rameters proposed by YOLOv8. We only reduce the learn-
ing rate to 1e-3. Concerning person re-id, the parame-
ters from the AGW paper [63] are applied unless otherwise
stated.

The hyperparameters of ReidTrack are chosen as fol-
lows. The values for the real scene of the AI City test set
are given in brackets if they differ. Detections are consid-
ered overlapping if the IoU exceeds τOV = 0.6. As threshold
τIoU for the IoU tracker, the same value is chosen. Since the
re-id model was fine-tuned on the AI City dataset, embed-
dings distances are lower for synthetic scenarios and thus
thresholds differ for the second round. In detail, cluster-
ing thresholds are set to τC1 = 0.9, τC2 = 0.05 (0.3), and
τC3 = 0.35, respectively. The assignment of overlapping de-
tections is performed using 0.07 (0.6) as threshold τre−id.
Finally, inter-camera association parameters are chosen as
τMC = 0.05 (0.5) and τLEN = 10,000.

4.3. Results & Discussion

Detection Detection results are given in Tab. 1. One can ob-
serve that higher image resolution is not beneficial on the AI
City Challenge dataset. This finding applies to the models
with and without fine-tuning (FT) on the challenge data. In
general, using COCO-pre-trained models only leads to de-
cent accuracy. However, significant improvements can be
achieved by fine-tuning, especially for the YOLOv8x with
640 pixels (px) resolution. Thus, we apply this fine-tuned

Model Size FT Precision Recall mAP50 mAP50-95

YOLOv8m 640px 95.0 93.9 95.8 74.2
YOLOv8l 640px 95.5 94.2 96.0 74.4
YOLOv8x 640px 95.4 94.1 96.1 74.4
YOLOv8x 1280px 95.1 93.1 95.4 74.3

YOLOv8l 640px ✓ 97.9 96.1 98.3 87.9
YOLOv8x 640px ✓ 98.8 98.0 99.1 94.7
YOLOv8x 1280px ✓ 98.1 97.2 99.0 92.5

Table 1. Detection Results AI City Challenge – Comparison of
YOLOv8 models of different size, image resolution, and with and
without fine-tuning on the AI City Challenge data.

Approach Backbone R-1 mAP

SBS [18] ResNet-50 92.8±5.5 85.6±11.8
BOT [32] ResNet-50 93.4±5.5 86.0±8.2
AGW [63] ResNet-50 94.7±5.3 85.8±9.5

BOT [32] ResNet-101 95.0±3.7 86.6±8.9
AGW [63] ResNet-101 96.1±3.5 86.6±9.3

AGW [63]+AA [10] ResNet-101 97.5±4.1 88.4±9.9

Table 2. Person Re-identification Results MOTSynth/MOT17
– Person re-id results for training on MOTSynth and evaluating
on the training data of MOT17.

Approach Backbone R-1 mAP

AGW [63] ResNet-50 92.3 88.3
AGW [63] ResNet-101 91.3 86.4

AGW [63] + BS32 ResNet-50 94.2 89.3

Table 3. Person Re-identification Results AI City Challenge –
Person re-id results achieved on the validation split of the AI City
Challenge dataset.

model as the detector for synthetic test scenarios. The same
architecture is used for the real-world warehouse scenario
but without fine-tuning.
Person re-id Tab. 2 presents the results for training the re-
id models on the synthetic MOTSynth and examining the
generalization performance on the MOT17 dataset, which
contains real data. The comparison of the three popular
baseline models SBS [18], BOT [32], and AGW [63] in-
dicates that the use of the AGW approach is beneficial, in
particular with respect to the Rank-1 (R-1) accuracy. This
measure is the most important for the MTMCT task since
the clustering fuses the most similar tracklets according to
the embedding distance, which correlates with the R-1 ac-
curacy. Exchanging the ResNet-50 backbone with the big-
ger ResNet-101 improves the results. Further experiments
found that using AutoAugment (AA) during training fur-
ther enhances the performance. Finally, an R-1 accuracy
of 97.5% and a Mean Average Precision (mAP) score of
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Approach IDF1 IDP IDR

Ours 96.0±3.0 94.7±4.0 97.5±2.9

w/o detector fine-tuning 92.2±5.6 91.8±8.2 92.9±3.9
w/o round 2&3 clustering 94.7±4.8 93.3± 5.6 96.1±4.5
w/o overlapping detections assignment 94.6±2.6 95.1±3.8 94.2±2.4

Table 4. Single-camera Tracking Results – Ablation study for
the components of the single-camera tracking of ReidTrack.

Approach IDF1 IDP IDR

Ours 97.7±1.6 96.2±3.3 99.2±0.4

w/o IoU tracking 97.7±1.1 97.1±2.6 98.3±0.6

Table 5. Impact of IoU Tracking – Single-camera tracking re-
sults for the validation scenario S013 of the AI City Challenge
dataset with and without IoU tracking. The influence of IoU track-
ing concerning accuracy is negligible. However, it significantly
speeds up the single-camera tracking stage and reduces the hard-
ware requirements of ReidTrack.

88.4% is achieved. Since this is the generalization perfor-
mance on unseen real data, the model should also perform
well on the real scenario of the AI City dataset. We have
conducted similar studies on the synthetic scenarios on the
AI City dataset. Results for training and evaluation on the
AI City data can be found in Tab. 3. Since less training data
is available, especially concerning the diversity of peoples’
appearances, using the larger ResNet-101 backbone is not
advantageous. It leads to worse results according to both
metrics. Similar to the previous experiments, there were no
significant improvements by adjusting the training sched-
ule, loss parameters, or the addition of further data augmen-
tation methods. The only parameter adaption that led to an
apparent increase was reducing the training batch size (BS)
from 64 to 32. R-1 could be enhanced by about 2 percentage
points and mAP by 1 percentage point, respectively.
Single-camera Tracking An ablation study concerning the
components of the single-camera tracking approach is pro-
vided in Tab. 4. Without fine-tuning the detector using AI
City data, the IDF1 is almost 4 percentage points worse.
This finding highlights the importance of an appropriate de-
tector for accurate tracking. The impact of leaving out the
last two rounds of clustering or dropping the assignment
of overlapping detections on the IDF1 is similar. How-
ever, while both IDP and IDR decrease by 1 percentage
point with only one clustering step, ignoring overlapping
detections deteriorates the recall by more than 4 percentage
points. It increases the precision at the same time. This
finding indicates that false positive overlapping detections
are also merged into the tracks. A possible explanation is
that persons are detected even if less than 60% of the body
or a person’s head is visible, which is the annotation speci-

Approach IDF1 IDP IDR

Ours 97.0±1.0 96.0±0.6 98.0±1.8

w/o interpolation 97.0±1.0 96.2±0.5 97.9±1.8
w/o track filtering 97.0±1.1 95.9±0.6 98.0±1.8

Table 6. Multi-camera Tracking Results – Ablation study for
the components of the multi-camera tracking of ReidTrack.

Module Computation Time
Per frame/person Per video S013

Detection 19.2ms 5.8min 28.8min
Feature extraction 12.9ms 1.3min 6.5min
Filter overlapping – 1.5s 7.5s
IoU tracking – 0.8s 4.0s
Single-camera clustering – 1.6s 8.0s
Assign overlapping – 0.5s 2.5s
Inter-camera clustering – – 11.1ms
Interpolation – – 6.3s
Filtering – – 0.3s

ReidTrack (sequential) – – ∼36min
ReidTrack (parallel) – – ∼7.5min
Tracking latency – – ∼11.0s

Table 7. Computation Times – Computation times of the Rei-
dTrack components for scenario S013 of the AI City Challenge
dataset. Each of the five videos is 10min long, i.e., in total, 50min
of video data is processed. In total, the ReidTrack framework can
track persons in the entire scenario in only 7.5min and thus is real-
time capable. The latency of multi-camera tracking results behind
the incoming video streams amounts to about 11s.

fication of the AI City dataset. Last, Tab. 5 shows the differ-
ence between ReidTrack with and without the IoU tracking
stage. The scores given were obtained using only the vali-
dation scenario S013. The results indicate no impact of IoU
tracking concerning the IDF1 apart from a slight increase in
standard deviation. While ReidTrack with IoU tracking is
advantageous regarding the IDR, skipping this step leads to
more precise tracklets. This finding proves the choice of ap-
plying IoU tracking to speed up computation and decrease
the memory footprint of ReidTrack.
Multi-camera Tracking The results in Tab. 6 indicate only
minor effects on the evaluation metrics by the interpolation
and the track filtering module. However, we argue that, es-
pecially in the real-world test setting, these modules might
be advantageous since the domain gap between synthetic
and real video data leads to more detection errors, i.e., false
positives and false negatives. Interpolation bridges short
gaps of missing detections, and track filtering is able to re-
move false positive tracks of, e.g., background objects.
Computation Time Another critical aspect of tracking
systems is the computation time. Due to the significant
complexity of several modules, multi-camera tracking ap-
proaches are often slow and unable to process multiple

5448



Rank Team ID IDF1 Rank Team ID IDF1

1 6 95.36 11 163 88.70
2 9 94.17 12 208 88.05
3 41 93.31 13 38 86.76
4 Ours 92.84 14 85 84.71
5 10 92.33 15 141 83.43
6 113 92.07 16 19 83.26
7 133 91.09 17 72 75.68
8 34 91.04 18 30 74.47
9 82 89.81 19 47 74.47
10 151 89.68 20 48 74.17

Table 8. Challenge results – Challenge results on the official test
set.

video streams in real time. The computation times of our
ReidTrack framework for processing the scene S013 are an-
alyzed in Tab. 7. Each of the five videos lasts for 10min at
30 FPS. The test system includes Intel Xeon 4210R as the
CPU, 256GB RAM, and Nvidia RTX 3090 graphics cards.
The detector and the re-id feature extractor consume most
of the time. However, the processing is still faster than the
duration of the videos, which proves the real-time capabil-
ity. In comparison, the other components only have minor
shares. When investigating the whole ReidTrack system’s
total runtime, measurements for sequential processing show
a processing time of 36min for the entire scene consisting of
50min of video data. If single-camera tracking is carried out
in parallel, i.e., all cameras are processed simultaneously,
only 7.5min are required to obtain the multi-camera track-
ing results on the test server. Finally, we examine the la-
tency of tracking since the single-camera and multi-camera
clustering stages of the proposed approach are offline meth-
ods. If the camera streams are processed in parallel in an
online manner, computation results are available after ap-
proximately 11s in the evaluated scenario. In other words,
multi-camera tracking results for the last 10min are avail-
able with an 11s delay. In conclusion, these findings high-
light the remarkable efficiency of the proposed method.
AI City Challenge Results The public leaderboard results
of Track 1 of the 2023 AI City Challenge is given in Tab. 8.
Our re-id-based framework named ReidTrack ranks fourth,
albeit omitting external knowledge such as a scene model
and computation-heavy but more accurate two-stage detec-
tors.
Qualitative Results Finally, two qualitative examples
in Fig. 5 prove the effectiveness of excluding overlapping
bounding boxes first and associating them after single-
camera clustering. Furthermore, it can be observed that the
re-id model can correctly associate bounding boxes if only
parts of an individual are visible. The examples show se-
lected bounding boxes of two single-camera tracks. In the

(a)

(b)

Figure 5. Qualitative Results – The qualitative examples prove
the proposed approach’s effectiveness in dealing with persons
overlapping each other and the matching of partly visible persons.
Each example shows selected bounding boxes for a track in camera
2 of the real-world test scenario. The left images show a clear view
of the target person, while the others depict challenging bounding
boxes, which are nevertheless correctly associated.

first example, bounding boxes are correctly assigned even
if only a tiny part of the person is visible due to occlusion
by another human. Similarly, the second image from the
left in the second example is assigned to the proper track.
However, only the head and arm can be seen.

5. Conclusion

In this work, we have proposed the ReidTrack frame-
work that solves the MTMCT task solely using person re-
id. The core components are single- and multi-camera
clustering of extracted re-id embeddings. Furthermore, a
simple procedure is proposed to avoid identity switches in
single-camera tracklets caused by multiple persons within
the same bounding box. Such bounding boxes are ignored
first during clustering and associated with tracklets in the fi-
nal step of the single-camera tracking pipeline. We provide
extensive ablation studies of the presented approach and
discuss the impact of single components. In summary, Rei-
dTrack achieves an IDF1 score of 92.84%, which equals the
fourth position in Track 1 of the AI City Challenge 2023.
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Ošep, Riccardo Gasparini, Orcun Cetintas, Simone Calder-
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points. In Eur. Conf. Comput. Vis., pages 474–490, 2020. 3

[68] Pengfei Zhu, Longyin Wen, Dawei Du, Xiao Bian, Heng
Fan, Qinghua Hu, and Haibin Ling. Detection and track-
ing meet drones challenge. IEEE Transactions on Pattern
Analysis and Machine Intelligence, pages 1–1, 2021. 2

5452


